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Abstract
Advancements in machine learning and the growing availability of medical data
have enabled the construction of computer-aided detection (CAD) systems for
analysis and classification. This thesis proposes interpretable machine learning
models and self-explanatory deep learning models for medical data analysis, with
a particular emphasis on breast cancer detection using digital mammograms. The
primary objective is to enhance medical diagnostics with accurate and interpretable
methods, ensuring trust and usability in clinical settings.

The research introduces novel CAD systems for critical medical applications,
including breast cancer classification, prediction of nasal polyp recurrence, and
Alzheimer’s disease detection through functional magnetic resonance image (fMRI)
analysis. Two primary methodological approaches are explored: traditional ma-
chine learning and deep learning. The former incorporates preprocessing, feature
extraction, selection, and tree-based classifiers to address challenges in smaller
datasets. The latter leverages self-explanatory deep learning models, such as con-
volutional neural networks, ensuring transparency in decision-making processes.

Comprehensive experiments are carried out utilizing publicly available datasets
and real-world data. First, a CAD system is proposed for digital mammogram clas-
sification, combining texture- and shape-based features extracted from mammo-
grams using traditional machine learning methods. Understanding the decision-
making process of the systems utilized in healthcare is of utmost importance.
Hence, self-explanatory deep learning models are evaluated for breast cancer detec-
tion to assess their effectiveness compared to traditional machine learning methods.
The results show that traditional machine learning methods provide competitive
accuracy while offering better interpretability compared to deep learning models.
The findings highlight the efficiency and interpretability of traditional machine
learning models, especially for smaller datasets. The proposed methods are also
tested on real-world numerical medical data and other medical images related to
psychology. The thesis contributes to the field of medical diagnostics by providing
robust and interpretable methodologies for medical data analysis and classifica-
tion.
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Chapter 1

Introduction

With advancements in machine learning, its application in computer-aided diagno-
sis and detection (CAD) systems has gained considerable interest. These systems
assist healthcare professionals in the interpretation of medical images and data,
aiming to improve diagnostic accuracy and efficiency. Medical data includes two
main types: images and numerical data. Medical images capture the internal struc-
ture of the human body while numerical data includes demographic information
on the patient, clinical history, and laboratory test results.

1.1 Motivation
Machine learning (ML) has been widely used in medical data analysis, with tra-
ditional approaches like Decision Trees (DTs) and Random Forests (RFs) proving
effective in disease classification. Recently, deep learning (DL), particularly convo-
lutional neural networks (CNNs), has shown success in image-based medical tasks.
However, medical datasets often suffer from small sample sizes, high dimensional-
ity, and class imbalance, making model development difficult.

Interpretability is crucial in healthcare applications. Traditional ML models,
such as DTs and RFs, are inherently interpretable, providing a clear decision path.
In contrast, DL models often function as black boxes, necessitating self-explanatory
approaches for trust and transparency. This thesis aims to develop interpretable
CAD systems combining traditional ML and self-explanatory DL for medical data
analysis, focusing on breast cancer detection using digital mammograms.

1.2 Objectives
The thesis aims to develop and evaluate interpretable ML and DL models for
medical data classification, with a primary focus on digital mammogram analysis.
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The key objectives include:

1. Developing a CAD system for mammogram classification, distinguishing be-
tween normal, benign, and malignant cases using texture.

2. Developing a CAD system for mammogram classification, distinguishing be-
tween benign, and malignant cases using texture and shape-based features.

3. Exploring deep learning models for lesion classification, ensuring self-explanation
via heatmaps highlighting relevant mammogram regions.

4. Analyzing real-world numerical medical data, applying ML techniques to
classify diseases such as breast cancer and nasal polyp recurrence.

5. Extending methods to other medical applications, evaluating Alzheimer’s
disease detection using fMRI data.

1.3 Contributions
The thesis contributes to the field of computer-aided diagnosis and detection by
developing ML and DL models for medical data analysis through the following
innovations:

1. A novel CAD system for digital mammogram classification in three classes: (a) nor-
mal, (b) benign, and (c) malignant. The system uses texture features ex-
tracted from the Gray-Level Run-Length Matrix (GLRLM) along with tra-
ditional ML classification. The system is evaluated on the Mammographic
Image Analysis Society (MIAS) dataset, demonstrating competitive perfor-
mance in breast cancer classification.
The results of this contribution are published in [BAC2021; Baj2021].

2. A novel CAD system for lesion classification in two classes: (a) benign, and
(b) malignant. The system uses a novel feature extraction method com-
bining texture (GLRLM) and shape-based features extracted from mammograms,
providing a comprehensive view of mammograms, and leading to better clas-
sification performance. The system is evaluated on the Digital Database for
Screening Mammography (DDSM) dataset, achieving competitive results.
Additionally, the combination of features extracted from different perspec-
tives of the mammogram is evaluated.
The results of the contribution are published in [BAC2024; BC2025a].
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3. A comprehensive analysis evaluating the performance of traditional ML mod-
els, namely decision trees and random forests, in medical image analysis. The
analysis includes the evaluation of (a) texture features (GLRLM), (b) shape-
based features (defining the one-dimensional representation of a lesion) and
(c) the combination of the features mentioned in (a) and (b). Lesion masks
are necessary to extract shape-based features; hence, the DDSM dataset is
used, as it provides a precise definition of the lesion boundaries.
The results of the contribution are published in [BC2023; BCA2023].

4. A novel and fully automated breast cancer classification system that integrates in-
terpretable methods for preprocessing, segmentation, feature extraction, fea-
ture selection, and classification. The preprocessing consists of defining the
breast tissue using binary thresholding and enhancing it. The intermediary
steps can be presented to the user to offer insight into the system’s function-
ing. For segmentation Threshold-based GrowCut (ThGC) [Mor+2022] algo-
rithm is employed. Being an iterative method, its results can be displayed at
each iteration for deeper understanding of the segmentation process. From
the segmented area easily understandable features – both texture- and shape-
based – are extracted followed by feature selection to reduce the input size
by empoying Principal Component Analysis. For classification, Decision
Tree and Random Forest models are constructed. These models have an in-
terpretable structure, facilitating the understanding of the decision-making
process. The system is evaluated on the MIAS and DDSM datasets, obtain-
ing comparable performance to systems presented in the literature.
The results of the contribution is published in [Mor+2022; Mor+2025].

5. A framework based on deep learning models, evaluating ResNet-50, BagNet, and
ProtoPNet, for the detection of breast cancer from digital mammograms.
To improve the models’ performance on medical datasets, transfer learning
and data augmentation techniques are applied. Furthermore, ResNet-50
and ProtoPNet models are extended with additional dropout layers, which
are separated by batch normalization to improve classification performance.
Transparency is critical in systems integrated into medical decision-making.
Hence, interpretability of the models is essential. BagNet and ProtoPNet
are ResNet-50-based self-explanatory models with the ability to highlight
the relevant regions of the mammogram used for the classification. The
framework is evaluated on the MIAS and DDSM datasets.
The results of the contribution is published in [BCS2025; Por+2024].

6. Two novel systems utilizing traditional machine learning methods for numer-
ical medical data analysis.
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(i) The first system is designed for breast cancer diagnosis using numerical
medical data. The system is based on traditional ML models, using
numerical data extracted from two biological fluids: blood (serum) and
urine. The system shows high performance and emphasizes the use of
this type of numerical analysis for breast cancer screening.

(ii) The second system aims to predict the recurrence of nasal polyps using
numerical medical data. The system utilizes traditional ML models and
achieves promising results, offering valuable insights. Its predictions
assist healthcare professionals in developing tailored treatment plans
for improved outcomes.

The development of the systems involves multiple iterations in cooperation
with the field experts from the research group. The results are obtained
on real-world data and evaluated both numerically and by medical experts.
The achieved results demonstrate the effectiveness and robustness of the
proposed systems.
The results of the contribution are published in [Gat+2024; Ian+2022].

7. A system based on machine learning for functional-Magnetic Resonance Image
(fMRI) analysis with particular emphasizes on Alzheimer’s disease detection.
From the fMRI data three functional connectivity networks are extracted
from 116 regions defined in the brain to detect disruptions in connectiv-
ity, namely (1) low-order topographical, (2) high-order topographical, and
(3) associated high-order functional connectivity. For classification both tra-
ditional machine learning and deep learning models are used. The perfor-
mance of the ML and DL models is compared with regard to the classifica-
tion performance of fMRI showing the efficiency of traditional ML over DL
models in data limited scenarios.
The results of the contribution have been submitted for publication in [BC2025b].

1.4 List of publications
This section provides a list of publications that resulted from the research con-
ducted in this thesis. Journal publications are categorized according to the Ex-
ecutive Unit for the Financing of Higher Education, Research, Development and
Innovation (UEFISCDI)1 based on their publishing year and article influence score.
Conference papers are categorized according to Compute Research and Education
(CORE)2 rankings (categories A*, A, B, C, D) based on their publishing year.

1UEFISCDI: https://uefiscdi.gov.ro/scientometrie-reviste
2CORE Conference Portal: https://portal.core.edu.au/conf-ranks
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Chapter 2

Proposed Traditional Machine
Learning System for Digital
Mammogram Classification

Breast cancer is the most common cancer diagnosed in women. It also accounts
for the highest number of cancer-related deaths in the European Union [EU 2023].
Early detection of abnormalities is crucial for a successful treatment. Digital mam-
mography uses X-rays to capture the structure of breast tissue. Mammograms
are frequently used for breast cancer screening and facilitate the development of
CAD systems that assist doctors in making the diagnosis and choosing the proper
treatment. This chapter presents the proposed traditional machine learning (ML)
methods developed to address the problem of mammogram classification.

2.1 Three Class Classification: normal, benign
and malignant

Digital mammogram datasets typically contain three classes: normal, benign, and
malignant. The goal is to develop a classification system to distinguish between
these classes.

Scanned mammograms often include artifacts (e.g., annotations) and the pec-
toral muscle, which are irrelevant for tumor detection. Artifacts are removed us-
ing binary classification, retaining the largest connected component as the breast
mask. Two methods eliminate the pectoral muscle: a sliding window approach
[Shr+2017] and a seeded region growing algorithm [MNB2012]. Contrast Limited
Adaptive Histogram Equalization (CLAHE) enhances image texture.

Texture features, such as Gray-Level Run-Length Matrix (GLRLM) [CK2019],
characterize tissue density. GLRLM captures spatial relationships by analyzing
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gray-level runs in four directions (horizontal, vertical, and diagonals). A total of
44 features are extracted from the mammogram images.

To reduce dimensionality, we employ Principal Component Analysis (PCA)
[SGM2010] and a genetic algorithm (GA) [CK2019]. PCA transforms input fea-
tures into orthogonal components ordered by variance explained, while GA iden-
tifies optimal feature subsets via classifier-based fitness evaluation.

To ensure interpretability, we use tree-based classifiers: Decision Tree (DT) and
Random Forest (RF). These models provide transparency and feature importance
insights, fostering trust in medical decision support systems.

2.2 Two Class Classification: benign and malig-
nant

Selecting appropriate breast cancer treatment is challenging, as it depends on
cancer type, stage, and patient health. We propose a binary classification system
to differentiate benign from malignant tumors.

The lesion mask isolates the region of interest. A bounding box around the
abnormality is expanded by 25 pixels to capture surrounding tissue and potential
microcalcifications indicative of malignancy.

Malignant lesions exhibit irregular shapes, whereas benign lesions are more
circular [Dav2022]. We extract shape features, including area, perimeter, and
compactness. Additionally, contour-based features are computed by comparing
the segmented lesion to an enclosing ellipse [Li+2017].

Mammograms are taken from two views: (1) mediolateral oblique (MLO) (side
view) (2) craniocaudal (CC) (top-down view) Features from both views are con-
catenated into a single vector for improved classification.

We employ two feature selection methods (PCA, GA) and two classifiers (DT,
RF), as described in Section 2.1, to classify mammograms as benign or malignant.

2.3 Computational Experiments
The proposed methods are evaluated using four metrics: accuracy, precision, recall,
and F1 score. These metrics are frequently used to assess imbalanced classification
tasks.

The effectiveness of pectoral muscle removal methods is assessed using the
MIAS dataset [SPD1994]. Since this dataset does not contain explicit pectoral
muscle annotations, k-means clustering [Has+2021] is used to generate pectoral
masks. The results indicate that the seeded region growing method performs
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better than the sliding window approach, achieving a precision of 95.72% and a
recall of 70.14%.

The CAD system for distinguishing normal, benign, and malignant breast tis-
sue is tested on the MIAS dataset. The system relies on GLRLM texture features
extracted from mammograms. The best performance is obtained using PCA for
feature selection and Random Forest for classification, resulting in an accuracy of
72.84%.

For binary classification of breast lesions, the system is evaluated on DDSM
[Hea+1998; Hea+2001], which provides manual segmentation for each lesion. Pre-
liminary experiments reveal that the assumption regarding lesion shape does not
always hold, as some benign lesions appear irregular while some malignant lesions
exhibit circular patterns. To address this, stratified subsets of the dataset are
created based on lesion irregularity. The results demonstrate that shape features
outperform texture features in distinguishing breast abnormalities. The highest
accuracy, 96.12%, is achieved using Random Forest classification without feature
selection on the subset excluding outliers. Additionally, an analysis of features
extracted from different mammogram views indicates that those derived from the
MLO view slightly outperform the combined features from both perspectives.

2.4 Conclusion
This chapter introduced a traditional machine learning-based CAD system for
breast cancer classification using digital mammograms. The proposed system fol-
lows a structured pipeline: preprocessing, feature extraction, feature selection, and
classification.

Experimental results demonstrate that Decision Trees (DTs) and Random
Forests (RFs) achieve competitive classification performance while maintaining in-
terpretability. Feature extraction methods based on texture (GLRLM) and shape
features significantly contribute to accurate lesion classification. Additionally, fea-
ture selection techniques, such as Principal Component Analysis (PCA) and Ge-
netic Algorithms (GA), enhance model efficiency by reducing dimensionality. The
findings highlight the advantages of traditional ML over deep learning models in
data-limited scenarios, proving that interpretable methods can achieve high accu-
racy while offering transparency in decision-making.
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Chapter 3

Proposed Explainable Deep
Learning System for Digital
Mammograms Classification

Deep learning models are frequently used for image classification tasks. In general,
constructing a deep neural network model involves a considerable amount of data
due to the large number of parameters optimized during training. Medical datasets
usually contain a few thousand records (at most) due to the limited number of
subjects and data privacy concerns. Consequently, data augmentation has emerged
as a crucial technique to artificially expand the size and variance of these datasets.

In critical field, such as healthcare, the transparency of the model is essential.
The explainability of the model is crucial for the acceptance of the model by med-
ical professionals. Hence, in this chapter, we investigate two explainable models,
namely ProtoPNet [Che+2018] and BagNet [BB2019].

3.1 Proposed Methods
The images are preprocessed similarly to Section 2.2. In addition, the images are
normalized to have zero mean and unit variance and resized to 224× 224.

In the experiments, three models are included: ResNet-50 [He+2015], BagNet
[BB2019], and ProtoPNet [Che+2018]. ResNet-50 [He+2015] serves as the back-
bone for both BagNet and ProtoPNet. It is a widely used black-box model designed
to mitigate vanishing gradients through residual blocks. To enhance performance,
additional dropout layers are inserted before the fully connected layer, combined
with batch normalization and ReLU activation.

BagNet [BB2019] modifies the structure of the ResNet-50 model by: (1) re-
placing the initial 7× 7 convolution with a 3× 3 convolution, and (2) reducing the
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number of 3×3 convolutions by leaving only the first bottleneck block of a residual
block 3× 3 convolution, and the rest is decreased to 1× 1 convolutions.

ProtoPNet [Che+2018] consists of three modules: (1) feature extraction, (2) pro-
totype generation, and (3) classification. To ensure comparability, feature ex-
traction is performed using a ResNet-50 model. Similar to the other models,
ProtoPNet is extended with batch normalization and dropout layers before the
fully connected layer.

3.2 Computational Experiments
To evaluate the proposed deep learning-based CAD system, multiple experiments
were conducted on publicly available mammogram datasets (MIAS [SPD1994]
and DDSM [Hea+1998; Hea+2001]). The experiments assess the effectiveness
of ResNet-50, BagNet, and ProtoPNet, focusing on classification accuracy and
interpretability (by visual evaluation).

Given the limited size of medical datasets, data augmentation (e.g., rota-
tion, flipping, contrast adjustments) was applied to improve model generalization.
Transfer learning was used by fine-tuning pre-trained models to leverage knowledge
from larger datasets.

The results showed that BagNet and ProtoPNet improved interpretability by
generating heatmaps that highlighted relevant regions in mammograms, while
ResNet-50 achieved high accuracy but lacked transparency. When comparing tra-
ditional machine learning with deep learning models, deep learning methods pro-
vided strong classification performance, but traditional ML approaches remained
competitive, particularly for smaller datasets where interpretability plays a crucial
role.

3.3 Conclusions
This chapter presented a deep learning-based CAD system for breast cancer clas-
sification, focusing on self-explanatory models to enhance interpretability. Three
architectures were evaluated: ResNet-50, BagNet, and ProtoPNet. Results show
that self-explanatory deep learning models provide insights into decision-making
by highlighting relevant mammogram regions. While deep learning achieves high
accuracy, it remains more complex and less interpretable compared to traditional
ML models. BagNet and ProtoPNet offer better transparency by enabling heatmap
generation, making them more suitable for medical applications requiring explain-
ability.
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Chapter 4

Proposed Systems for Cancer
Detection from Numerical
Medical Data Analysis

This chapter focuses on the development of traditional machine learning CAD sys-
tems based on numerical data analysis. First, surface-enhanced Raman scattering
analysis of biofluids is used for the prediction of breast cancer, followed by the
classification of tissue analysis reports to predict the relapse of nasal polyps. Both
research studies are the result of a collaboration with medical experts, and are
conducted on real-world data.

4.1 Prediction of Breast Cancer based on Nu-
merical Data Analysis

Breast cancer detection using numerical medical data presents a valuable alterna-
tive to image-based approaches. Among these, surface-enhanced Raman scatter-
ing (SERS) has attracted considerable interest as a promising technique. With
the development of artificial intelligence, CAD systems that utilize machine learn-
ing methods have been widely investigated. This section presents the results of a
collaboration with a multidisciplinary group of researchers.

4.1.1 Proposed Methods
The first step of the system is the preprocessing of the SERS spectra. To reduce
the noice, filtering and rubberband baseline subtraction are employed. The spectra
are further normalized and smoothed.
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We propose the use of five machine learning methods (Linear Discriminant
Analysis – LDA [Zha+2024], Decision Tree – DT [Bur2019], Random Forest –
RF [Bur2019], Gaussian Naïve Bayes – GNB [Rah+2021], and Support Vector
Machine – SVM [An+2023]) for the classification of SERS information resulting
from the analysis of different biological specimens. The purpose of these models
is to distinguish patients in the control group from those with breast cancer.

DT and RF have been chosen for their ability to handle high-dimensional data
and their interpretability. LDA is a linear classifier that is widely used in the
field of medical diagnostics. GNB is a simple probabilistic classifier that is easy
to implement and computationally efficient. SVM is a powerful classifier that can
handle high-dimensional data and is widely used in medical diagnostics.

4.1.2 Computational Experiments
The system is evaluated on a real-world dataset collected from patients with breast
cancer and control subjects. The dataset consists of SERS spectra extracted from
serum and urine samples.

The performance of the system is evaluated using the following metrics: ac-
curacy, precision, recall, and F1 score. Using the spectra extracted from serum
achieves the best performance with an accuracy of 83.33% and an F1 score of 88%
using the LDA classifier. On the other hand, using the spectra extracted from
urine produces the best performance with an accuracy of 83.33%, a correctness of
84.62%, a completeness of 91.67%, and an F1 score of 88% using the LDA classi-
fier. On the other hand, the best-performing model using urine SERS data is the
DT classifier, with an accuracy of 88.89%, a correctness, completeness and an F1

score of 91.67%. The results show that the SERS spectra extracted from urine and
serum contain different information, which can lead to better classification perfor-
mance. The combination of serum and urine SERS spectra is also investigated,
showing similar performance to the classification using serum SERS data.

The effect of feature selection (PCA) is also investigated, showing that the
performance of the models is not significantly improved by reducing the dimen-
sionality of the data. The results suggest that the SERS spectra contain valuable
information for the classification of breast cancer patients and control subjects.

In addition to the numerical evaluation, the results are also evaluated by the
medical experts of the research group.

4.1.3 Conclusions
In this section, we proposed a computer-aided detection system for breast cancer
detection using SERS spectra. The system uses five different classifiers (Linear
Discriminant Analysis, Decision Tree, Random Forest, Gaussian Naïve Bayes, and
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Support Vector Machine) to distinguish breast cancer patients from control sub-
jects based on SERS spectra extracted from serum and urine. Slightly higher clas-
sification accuracies are achieved using urine samples compared to serum samples,
despite the higher variability in the urine SERS spectra. The effect of combining
the SERS data extracted from serum and urine is also investigated, showing a
similar performance to that of the classification using SERS data extracted from
serum.

4.2 Prediction of Nasal Polyps Recurrence After
Endoscopic Sinus Surgery

Endoscopic Sinus Surgery is the most frequently used treatment for chronic rhi-
nosinusitis with nasal polyps when medical treatments are not effective enough
[Tao+2018]. The recurrence rate of polyps is concerning, emerging the develop-
ment of a CAD system that predicts the likelihood of relapse and assists doctors in
selecting the most appropriate treatment. The experiments presented in this sec-
tion are the result of a collaboration with medical experts, who collected real-world
data.

4.2.1 Proposed Methods
In this section, we propose a CAD system for predicting the relapse of nasal polyps
from two types of data: (1) noninvasive, and (2) invasive. The data is normalized,
and the correlation between the features is analyzed.

The aim of the system is to predict three classes: (1) control, (2) partial control,
and (3) relapse. The interpretability of the models is crucial in medical applica-
tions, and tree-based classifiers are used for their inherent interpretability and
promising results in medical data analysis. Decision Trees (DTs) are simple classi-
fiers that make decisions by evaluating a series of conditions. These conditions are
applied at each node of the tree, leading to a classification decision at the leaves,
which makes DTs highly interpretable and useful for understanding how specific
features influence predictions. Random Forests (RFs) are ensemble models com-
posed of a given number of DTs. The final label is determined through a majority
vote, improving accuracy and capturing a wider range of decision patterns, thus
enhancing robustness and reducing overfitting.

4.2.2 Computational Experiments
The system is evaluated on a real-world dataset consisting of an 18-month follow-
up period, with semiannual evaluations of patients who underwent endoscopic

17



sinus surgery. The aim of the system is to predict the state of the patient 18
months after the surgery. First, the performance of the classifiers is evaluated for
predicting relapse state at each follow-up visit. The results show that Random
Forest classifiers achieve higher results.

In recent years, the use of microRNA has gained attention as a possible biomarker
for chronic rhinosinusitis [Son+2022]. The dataset contains two microRNA types:
microRNA 125b and microRNA 203a-3p, extracted from tissue samples retained
during surgery. The effect of different microRNA combinations on the prediction
performance is analyzed. The results show that the use of microRNA 125b im-
proves the performance of the classifiers, achieving 84.62%, 87.28%, 84.62%, and
83.79% accuracy, precision, recall, and F1 score, respectively.

The use of Random Forest classifier enables the analysis of features importance,
providing valuable insight into the relevance of the features for the prediction
task. The results show that microRNA 125b is the most important feature for the
prediction of nasal polyps relapse.

4.2.3 Conclusions
In this section, the results of a collaboration with medical experts from the De-
partment of Otorhinolaryngology of the University of Medicine and Pharmacy
“Iuliu Hațieganu” are presented to predict the reformation of the nasal polyp after
surgery. Tree-based models are proposed for the classification of real-world data
collected at the Clinical Hospital CF Cluj-Napoca, to predict the postoperative
severity of nasal polyps. Our research shows the relevance of microRNA, especially
microRNA 125a, for the prediction of disease recurrence. In addition, Random For-
est achieves the highest performance, with 84.62% accuracy and 85.93% F1 score.
Since Random Forest is inherently interpretable, it provides valuable insight into
the feature importance, allowing for better understanding and transparency in
medical decision-making process.
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Chapter 5

Machine Learning Approaches to
fMRI Analysis for Alzheimer’s
Disease Detection

Medical images are widely used and are interdisciplinary. For example, analysis
of functional Magnetic Resonance Images (fMRIs) can assist psychologists predict
the effect of a trauma or help neurologists predict the stage of dementia. The aim
of this chapter is to explore the performance of methods proposed previously for
fMRI analysis for Alzheimer’s disease.

In the present thesis, we propose a CAD system using machine learning for
fMRI data analysis and classification. fMRIs are widely used for detecting Alzheimer’s
by recording blood oxygen levels, enabling the analysis of brain connectivity.

5.1 Proposed Methods
Resting-state FMRI (rs-FMRI) is the most frequently used imaging modality for
Alzheimer’s detection. rs-FMRI are four-dimensional images: the volume of the
brain is recorded over a period of time. The images capture the blood oxygen level
of the brain representing the activity of the respective region. By extracting and
analyzing the signals from these images, we can infer the connectivity between
different regions of the brain. The connectivity matrix is then used to train a
machine learning model for classification.

The preprocessing of the rs-FMRI data begins with the removal of the first
10 volumes to ensure the stabilization of the magnetic field. The data is then
corrected for the slice timing and motion artifacts. The images are co-registered
to the anatomical images and normalized to the MNI template. The data is then
smoothed and band-pass filtered to remove noise. The regions of interest (ROIs)
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of the brain are determined using the AAL atlas. The mean signal from each ROI
is extracted and used to calculate the connectivity matrix.

We propose the use of three functional connectivity networks (FC): (1) low-
order, (2) topographical high-order, and (3) associated high-order. Low-order FC
represents the correlation between the ROIs creating a subnetwork. The topo-
graphical high-order FC represents the correlation between subnetworks. The as-
sociated high-order FC represents the correlation between ROIs and subnetworks.
Using a sliding window, we can split the signal into smaller parts and use them to
compute the aforementioned FC networks to achieve dynamic features. Based on
the experiments presented in [Zha+2017], the window length is set to 70 and the
stride is set to 1, resulting in 61 sub-series. In addition, static features are also
defined using a window length equal to the length of the signal.

To classify the extracted features, both traditional machine learning algorithms
and deep learning models are used. Traditional machine learning algorithms in-
clude: Support Vector Machine (SVM), Decision Tree (DT), Random Forest (RF),
and k-Nearest Neighbors (kNN). The deep learning models include: ResNet-18 and
ResNet-50. DT, RF and SVM have been presented in Section 4.1. kNN is a simple
and effective algorithm that classifies data based on the majority of the k nearest
neighbors. ResNet-18 and ResNet-50 are widely used for image classification tasks
differing in model complexity, which is determined by the number of layers.

5.2 Computational Experiments
To evaluate the performance of the proposed methods, we conducted experiments
on the Alzheimer’s Disease Neuroimaging Initiative (ADNI) dataset [ADNI2024].
The dataset comprises a vast collection of clinical and neuroimaging data, partic-
ularly focusing on AD and its early stages. For the current experiments, we select
individuals labeled as CN or AD patients who have structural MRI and resting-
state fMRI scans. We also consider the balanced distribution of cases and a similar
average age (around 75). As a result, 93 cases are selected from each class, 186
cases in total.

First, the best filtering is selected for fMRI analysis. We compare the perfor-
mance of the traditional machine learning algorithms using the following filters:
(1) slow5 (0.01 Hz – 0.027 Hz), (2) slow4 (0.027 Hz – 0.08 Hz), and (3) full-band
(0.01 Hz – 0.08 Hz). In general, classifiers perform better with the slow5 filter. We
also compare the performance of the traditional machine learning algorithms with
the deep learning models. The traditional machine learning methods outperform
the deep learning models, which may be due to the small size of the dataset. The
best results achieved by traditional machine learning are with SVM, reaching a
test accuracy 97.37%, while the best results achieved by deep learning are with
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ResNet-18, reaching a test accuracy of 71.05%. ResNet-18 achieves the best test
performance when trained on dynamic FC by 71.05%. ResNet-50 is less effective
than ResNet-18. This could be attributed to the higher number of parameters in
ResNet-50 and the limited number of training data.

5.3 Conclusions
Alzheimer’s disease affects the lives of millions of people worldwide. Timely detec-
tion of the disease, and proper treatment, can slow down the course of dementia.
In this chapter, we presented a system based on the analysis of resting-state fMRI
using the previously proposed machine learning models to detect Alzheimer’s dis-
ease. After preprocessing and extracting functional connectivity, we built four
traditional machine learning models (DT, RF, kNN, and SVM) and two deep
learning models (ResNet-18 and ResNet-50). The results show that SVM has the
best performance among traditional machine learning methods, achieving 97.37%
test accuracy. We also conclude that ResNet-18 outperforms ResNet-50, achiev-
ing 71.05% test accuracy. The performance difference could be due to the limited
number of data available to train deep learning models.

In future work, we aim to investigate the effect of data augmentation and add-
on layers using batch normalization and dropout to enhance the performance of
deep learning. We will also extend our analysis to other deep learning models as
well. Furthermore, in future experiments, we will include intermediate states of
AD, such as mild cognitive impairment (MCI), and we will assess the performance
of the proposed models with regard to (1) binary classification (CN vs. MCI, MCI
vs. AD) and (2) multiclass classification.
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Chapter 6

Conclusions and Future Work

This thesis explored the development and evaluation of interpretable machine
learning and computer-aided detection (CAD) systems for medical data analy-
sis and classification, with a particular emphasis on breast cancer detection using
digital mammograms, among other applications. The primary objective was to
advance methodologies in medical diagnostics, ensuring both accuracy and inter-
pretability to enhance trust and usability in clinical settings.

6.1 Main Results and Contributions
The thesis contributes to the field of digital mammogram classification by propos-
ing a novel CAD system that combines texture and shape features extracted from
mammograms using traditional machine learning (ML) approach. The system
was evaluated on the Digital Database for Screening Mammography (DDSM).
The system successfully classified lesions in mammograms into two classes: benign
and malignant, with an accuracy of 96.12% on the DDSM dataset. Furthermore,
we have proposed a fully automated breast cancer classification system that inte-
grates interpretable methods. The system was evaluated on the Mammogramphic
Image Analysis Society (MIAS) and DDSM datasets, and achieved an accuracy
of 95%, and 97%, respectively, for breast cancer classification, highlighting the
robustness of the approach. The proposed systems emphasize the efficiency and
interpretability of traditional ML models, particularly for smaller datasets.

The research emphasized the importance of model explainability in healthcare.
We proposed the use of self-explanatory deep learning (DL) models for breast
cancer detection, which are essential to build trust in the system and understand
the decision-making process. We evaluated three deep learning models: ResNet-
50, BagNet, and ProtoPNet, on the MIAS and DDSM datasets. To address the
limitations of medical datasets, techniques such as transfer learning and data aug-
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mentation were employed effectively, significantly improving model performance
while preserving diagnostic integrity. The models successfully distinguished le-
sions, with an accuracy of 93.38%, 92.39%, and 78.11% on the MIAS, and 95.26%,
95.25%, and 91.23% on the DDSM dataset, respectively, using ResNet-50, BagNet,
and ProtoPNet models.

The methodologies were applied to breast cancer detection, nasal polyp re-
currence prediction, and Alzheimer’s disease detection using fMRI data through
collaboration with experts. The diversity of applications demonstrates the flexibil-
ity and robustness of the proposed methods. In addition to mammogram analysis,
a breast cancer detection system was developed using numerical medical data
(SERS liquid biopsy). The system achieves an accuracy of 88.89% and an F1 score
of 91.67% using Decision Tree classifier. For the prediction of nasal polyp reforma-
tion, real-world numerical data was used and the performance of tree-based clas-
sifiers were evaluated. The results show the efficiency of the Random Forest over
Decision Tree. For fMRI analysis, the ML and DL approaches were compared. The
best-performing ML model (SVM) achieved 97.37%, while the best-performing DL
model (ResNet-18) achieved 71.05% accuracy. The results highlight the advantage
of ML compared to DL when the data is limited.

6.2 Directions for Future Work
An interdisciplinary collaboration with radiologists and oncologists from “Ion Chir-
icuță” Oncologic Institute in Cluj-Napoca, Romania, is working on the collection
and annotation of the new digital mammogram dataset. In the future, we will
apply the proposed methodologies to the new dataset to evaluate the performance
of the systems on dense breast tissue.

A promising research direction for breast cancer classification would be the
extension of the system into a multimodal one, combining mammogram images
with demographic details of the patient and medical background. This would
provide a more comprehensive view of the patient’s health status, leading to more
accurate and personalized diagnosis. However, to the best of our knowledge, no
such dataset currently exists.

In future work, we aim to conduct a comprehensive user study to evaluate
the usability and effectiveness of the proposed systems in clinical settings. The
study will involve radiologists, oncologists, and other healthcare professionals to
assess the interpretability and trustworthiness of the proposed systems. Feedback
from the study will be used to further refine the systems. Additionally, post
hoc interpretability approaches, such as Grad-CAM [Sel+2019], SHAP [LL2017]
and LIME [RSG2016] will be explored to provide more detailed insights into the
decision-making process of the deep learning models.
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