
„BABEȘ-BOLYAI” UNIVERSITY 

FACULTY OF LAW 

 

 

 

 

 

CYBER DEFENCE PROTECTION OF PRIVATE LIFE PERFORMED BY 

INTERMEDIARIES 

(SUMMARY AND OVERVIEW) 

 

Scientific coordinator:         

 Prof. Univ. Dr. Vasiu Ioana 

 

PhD candidate:  

Gabudeanu Larisa 

 

 

 

 

Cluj-Napoca 

2024  



Title I. Introduction and overview of preventive measures for protection of data ........................... 11 

Chapter I.1 Introduction ........................................................................................................................ 11 

Chapter I.2 Research objectives and methodology ............................................................................... 16 

Section I.2.1 Research objectives ......................................................................................................... 19 

Section I.2.2 Research methodology ..................................................................................................... 21 

Section I.2.3 Limitations of research .................................................................................................... 24 

Section I.2.4 Motivation of subject chosen ........................................................................................... 25 

Chapter I.3 Current status of literature and identification of research gap ........................................... 29 

Section I.3.1 Private life in European legislation .................................................................................. 32 

A. Criminal law view ................................................................................................................. 32 

B. Human rights view ................................................................................................................ 34 

C. Data protection view ............................................................................................................. 34 

Section I.3.2 Digitalisation’s impact on the concept of private life ...................................................... 35 

A. Digital private life ................................................................................................................. 35 

B. Large number of stakeholders ............................................................................................... 37 

C. Data security landscape ......................................................................................................... 40 

Section I.3.3 Concept of intermediaries in European legislation .......................................................... 45 

A. Essential service providers .................................................................................................... 45 

B. Manufacturing providers ....................................................................................................... 46 

C. Platforms ............................................................................................................................... 47 

Section I.3.4 Active players in the perpetration of criminal offences against private life .................... 48 

A. Cyber-attackers targeting certain applications used by the user ........................................... 48 

B. Cyber-attackers targeting identify theft ................................................................................ 49 

C. Cyber-attacker targeting extortion or damages ..................................................................... 50 

Section I.3.5 Active players in the prevention of criminal offences against private life ...................... 50 

A. Application providers ............................................................................................................ 51 

B. Authorities ............................................................................................................................. 52 

C. Users ..................................................................................................................................... 53 

Title II. Correlation between intrusiveness in private life in the criminal law and privacy legislation      

in the context of security measures ....................................................................................................... 54 

Chapter II.1 Interplay between intrusiveness under criminal law and under privacy legislation ......... 54 

Section II.1.1 Concept of intrusiveness and private life ....................................................................... 54 

A. Concept of intrusiveness under data protection legislation ................................................... 60 

B. Concept of private life under criminal law ........................................................................... 61 

C. Concept of private life under human rights legislation ......................................................... 66 



Section II.1.2 Data of individuals covered by private life .................................................................... 67 

A. Current criminal law view..................................................................................................... 67 

B. Current data protection view ................................................................................................. 67 

C. Current human rights view .................................................................................................... 68 

D. Comparative legislation view ................................................................................................ 68 

E. Proposed view ....................................................................................................................... 70 

F. Limitations given new technologies (cloud, blockchain, IoT, metaverse) ............................ 70 

G. Implication of the IT system concept in criminal law on data definition ............................. 71 

Section II.1.3 Validity of victim's consent under criminal law ............................................................. 72 

A. Validity of consent expressed ............................................................................................... 72 

B. Moment of issuing the consent ............................................................................................. 73 

C. Role of the consent in the perpetration of the criminal offence ............................................ 73 

Section II.1.4 Privacy harm categories and their role in criminal law interpretation............................ 74 

Section II.1.5 Digital private life specifics ........................................................................................... 77 

A. Location of data .................................................................................................................... 77 

B. Format of data ....................................................................................................................... 78 

C. Location of user .................................................................................................................... 79 

D. Location of user’s device ...................................................................................................... 79 

Section II.1.6 . Results of the questionnaire concerning the concept of intrusiveness in the context     of 

security mechanisms ............................................................................................................................. 80 

Section II.1.7 Legal provision proposals .............................................................................................. 85 

Section II.1.8 Conclusions .................................................................................................................... 86 

Chapter II.2 Use of automated decision making in the security prevention mechanism on data subject to 

the data minimisation principle ............................................................................................................. 88 

Section II.2.1 Technical usefulness of automated decision making ..................................................... 88 

A. Real-time analysis across multiple users .............................................................................. 88 

B. Real-time actions taken by intermediaries ............................................................................ 91 

C. Real-time interaction with users ........................................................................................... 92 

D. Computer performance aspects ............................................................................................. 93 

Section II.2.2  Implications for decision making .................................................................................. 94 

A. Stop ....................................................................................................................................... 95 

B. Notify .................................................................................................................................... 96 

C. Confirm ................................................................................................................................. 97 

Section II.2.3 Involving other entities from the digital ecosystem in the decision-making                  

process  .............................................................................................................................................. 98 



A. Requesting specific data from other entities ......................................................................... 98 

B. Sending action requests to other entities ............................................................................... 99 

C. Common algorithms for analysis of data ............................................................................ 100 

Section II.2.4 Legal implications of automated decision marking ...................................................... 101 

A. Data protection implications of automated decisions ......................................................... 101 

B. Criminal law implications of automated decisions ............................................................. 107 

Section II.2.5 Anonymisation/pseudonymisation of data ................................................................... 109 

A. Concept of personal data and relevance of un-anonymised data usage .............................. 109 

B. Types of anonymisation/pseudonymisation techniques ...................................................... 112 

Section II.2.6 . Results of the questionnaire concerning automated decision making for securing private    

life   ............................................................................................................................................ 118 

Section II.2.7 Legal provision proposals ............................................................................................ 123 

Section II.2.8 Conclusions .................................................................................................................. 126 

Chapter II.3 Using active defence mechanisms as prevention mechanisms and legal implications      

thereof  ............................................................................................................................................ 129 

Section II.3.1 Obligation of active prevention steps and immediate intervention in case breach 

identification ....................................................................................................................................... 130 

A. Active actions of intermediaries in case of private life breach ........................................... 130 

B. Reconnaissance for future blocking of data accessing/leaking ........................................... 133 

Section II.3.2 “Without right” data collection, analysis and transfer .................................................. 135 

A. Limitations to the concept of “without right” in case of perpetrator data ........................... 135 

B. Transparency toward perpetrators ....................................................................................... 139 

C. Public and private interest ................................................................................................... 140 

Section II.3.3 Perpetrator data analysis ............................................................................................... 141 

A. Gathering and correlating data of perpetrators.................................................................... 141 

B. Sharing data ........................................................................................................................ 142 

C. Making data publicly available ........................................................................................... 144 

D. Bots use case ....................................................................................................................... 144 

Section II.3.4 Active defence through honeypots ............................................................................... 146 

A. Criminal law implications ................................................................................................... 146 

B. Data protection implications ............................................................................................... 152 

Section II.3.5 Self-defence (intermediaries on behalf of individuals) ................................................ 153 

A. Concept of self-defence in the context of the private life beach criminal offence .............. 153 

B. Actions that can be taken as self-defence ........................................................................... 155 

C. Self-defence subject ............................................................................................................ 157 



Section II.3.6 Necessity state .............................................................................................................. 158 

A. Concept of necessity state in the context of the private life beach criminal offence .......... 158 

B. Actions that can be taken as necessity state ........................................................................ 159 

C. Necessity state subject ........................................................................................................ 160 

Section II.3.7 Sharing data of potential cyber-attacker ....................................................................... 160 

A. Criminal law implications for sharing data pertaining to the cyber-attacker ...................... 161 

B. Data protection law implications ........................................................................................ 162 

C. Human rights implications .................................................................................................. 163 

Section II.3.8 Results of the questionnaire concerning active defence performed by                

intermediaries ...................................................................................................................................... 163 

Section II.3.9 Legal provision proposals ............................................................................................ 166 

Section II.3.10 Conclusions ................................................................................................................ 168 

Title III. Balancing rights and obligations of intermediaries in guarding the private life through 

preventive mechanisms ....................................................................................................................... 173 

Chapter III.1 Obligations of intermediaries to guard private life ........................................................ 175 

Section III.1.1 Legal basis for collection of data about the user ......................................................... 176 

A. Consent ............................................................................................................................... 176 

B. Legitimate interest .............................................................................................................. 178 

C. Public interest ...................................................................................................................... 180 

D. Legitimate self-defence and necessity state ........................................................................ 181 

Section III.1.2 Legal requirements for collection of data ................................................................... 182 

A. Transparency ....................................................................................................................... 183 

B. Retention period for data..................................................................................................... 184 

C. Moment of accessing - data minimisation .......................................................................... 185 

D. Data subject rights ............................................................................................................... 186 

Section III.1.3......... Correlation of data collection right with other relevant legislation for protection of     

data/IT systems ................................................................................................................................... 187 

A. Payment Services Directive 2 - PSD2 ................................................................................. 187 

B. Network Information Security Directive - NIS and NIS 2.0 Directives ............................. 188 

C. Romanian security measures for financial services ............................................................ 189 

D. Digital Operational Resilience Act - DORA ....................................................................... 190 

E. Draft Cyber resilience Act and Product Liability Directive ................................................ 190 

F. Draft Artificial Intelligence EU legislation ......................................................................... 191 

Section III.1.4 Correlation with other criminal offences .................................................................... 191 

A. Breach of domicile .............................................................................................................. 192 



B. Breach of correspondence ................................................................................................... 192 

C. Deceit .................................................................................................................................. 196 

D. Correlation with illegal access to IT system or illegal transfer from IT system ................. 196 

Section III.1.5 Types of attack techniques to be analysed by intermediaries ..................................... 198 

A. Malware, crime as a service and script kiddies ................................................................... 198 

B. Man in the middle attack ..................................................................................................... 206 

C. Authentication and authorisation attacks ............................................................................ 206 

D. Device used as part of a botnet ........................................................................................... 207 

E. Phishing and vishing ........................................................................................................... 208 

Section III.1.6 Existence of multiple entities involved in the data storage/processing ....................... 209 

A. Relevance of access to data to ensure security of data ........................................................ 210 

B. Correlation of multiple layers of defence needing data from multiple layers ..................... 211 

C. User’s responsibility ........................................................................................................... 211 

D. Responsibility of application providers and platform providers ......................................... 213 

Section III.1.7 Case studies – terms and conditions of intermediaries ............................................... 214 

A. Operating system ................................................................................................................ 215 

B. Browser ............................................................................................................................... 217 

C. Application store ................................................................................................................. 220 

Section III.1.8 Results of the questionnaire concerning obligations of intermediaries ....................... 222 

Section III.1.9 Legal provision proposals ........................................................................................... 224 

Section III.1.10 Conclusions ............................................................................................................... 227 

Chapter III.2 Rights of intermediaries in aggregation and sharing of data while abiding to their privacy 

requirements ........................................................................................................................................ 233 

Section III.2.1 Implications in aggregating data at the level of the intermediary ............................... 234 

A. Aggregating data from a user on multiple devices .............................................................. 234 

B. Aggregating data from multiple users ................................................................................. 237 

C. Criminal offence of data transfer without right for aggregated data ................................... 240 

Section III.2.2 Sharing data to other intermediaries ........................................................................... 241 

A. Sending raw data directly to other intermediaries ............................................................... 244 

B. Sending analysis to other intermediaries............................................................................. 245 

C. Regulating the retention period and purpose of processing ................................................ 246 

Section III.2.3 Sharing data to authorities ........................................................................................... 247 

A. Possibility of intermediaries to file complaints with authorities on behalf of users ........... 248 

B. Sharing raw data directly to authorities .............................................................................. 250 

C. Sharing analysis results with authorities ............................................................................. 252 



D. Onward transfer situations and purpose of transfer limitation ............................................ 253 

Section III.2.4 Sharing data to other entities having security prevention obligations ........................ 254 

A. Sharing raw data ................................................................................................................. 255 

B. Sharing analysis result ........................................................................................................ 259 

C. Performing actions to ensure security of user’s private life on behalf of these entities ...... 259 

Section III.2.5......... Obtaining data analysis results from other entities (e.g. intermediaries, authorities,     

entities having security prevention obligations) ................................................................................. 260 

A. Accuracy of data and implications for the security prevention ........................................... 261 

B. Liability of inaccurate data analysis results ........................................................................ 262 

C. Direct or indirect contractual relations for obtaining data analysis results ......................... 263 

Section III.2.6 Roles of anonymisation/pseudonymisation in pattern identification .......................... 264 

A. Role of the collecting entity ................................................................................................ 265 

B. Role of the data analysis result sharing entity ..................................................................... 266 

C. Role of the data analysis entity ........................................................................................... 267 

Section III.2.7 Results of the questionnaire concerning data aggregation and data sharing by 

intermediaries ...................................................................................................................................... 268 

Section III.2.8 Legal provision proposals ........................................................................................... 270 

Section III.2.9 Conclusions ................................................................................................................. 272 

Chapter III.3 Improvements to the accountability obligations in case of preventive security           

measures  ............................................................................................................................................ 275 

Section III.3.1 Current legal basis for taking preventive security measures ....................................... 276 

A. Criminal law ........................................................................................................................ 276 

B. Data protection .................................................................................................................... 281 

C. Current proposals at EU level for security prevention mechanisms ................................... 285 

Section III.3.2 Legal concerns for technical angles for preventive security measures ....................... 288 

A. Misconfiguration-alerts for misconfiguration of user accounts (e.g. app, cloud) ............... 288 

B. Vulnerabilities identified by the intermediary .................................................................... 289 

C. Inclusion of the user’s device in a bot network................................................................... 289 

D. Keyloggers .......................................................................................................................... 290 

E. Remote access applications ................................................................................................. 290 

F. Data exfiltration malware.................................................................................................... 291 

G. Ransomware ........................................................................................................................ 291 

Section III.3.3 Legal implications of actions to be taken by intermediaries ....................................... 292 

A. Updates or configurations not performed by the user ......................................................... 292 

B. Automatic push of updates and security measures ............................................................. 293 



C. Prohibition to use certain services until the update is complete ......................................... 295 

D. Negligence of user when approving actions ....................................................................... 296 

E. Lack of proper identification of cyber-attacks .................................................................... 297 

F. False positives identified ..................................................................................................... 298 

G. Lack of data to clearly identify cyber-attacks ..................................................................... 299 

Section III.3.4 Periodic security reviews ............................................................................................ 300 

A. Periodic scanning the device for malware, etc .................................................................... 300 

B. Periodic vulnerability scanning on the user’s device .......................................................... 301 

C. Periodic auditing ................................................................................................................. 301 

D. Periodic certification ........................................................................................................... 302 

Section III.3.5 Just-in-time security measures .................................................................................... 302 

A. Just-in-time analysis of interactions with the intermediary’s software ............................... 303 

B. Just-in-time analysis of actions taken by the user’s device ................................................. 304 

C. Just-in-time analysis of the actions taken by the user ......................................................... 305 

Section III.3.6 Technical documentation of security prevention analysis and decision-making          

process  ............................................................................................................................................ 305 

A. Algorithm decision making process .................................................................................... 306 

B. Decisions and actions taken for each user........................................................................... 307 

Section III.3.7 Results of the questionnaire concerning accountability of intermediaries .................. 307 

Section III.3.8 Legal provision proposals ........................................................................................... 313 

Section III.3.9 Conclusions ................................................................................................................. 316 

Title IV. Limitations in prevention mechanisms ensured by intermediaries ..................................... 321 

Chapter IV.1 Legal limitations to actions of intermediaries ............................................................... 321 

Section IV.1.1 Data protection implications ....................................................................................... 321 

A. Limitations in terms of monitoring activities ...................................................................... 322 

B. Limitations in terms of processing basis and constraints .................................................... 327 

Section IV.1.2 Human rights implications .......................................................................................... 332 

A. Limiting information gathering ........................................................................................... 332 

B. Concept of new technologies in the view of the ECHR ...................................................... 334 

Section IV.1.3 Technical limitations to incrimination of intermediaries’ actions .............................. 336 

A. Avoiding damages to users ................................................................................................. 336 

B. Avoiding breach of private life ........................................................................................... 338 

C. Contractual provisions with other entities in the ecosystem ............................................... 339 

Section IV.1.4 Consent of the victim .................................................................................................. 340 

A. Scope of consent relevant to maintain the security measures ............................................. 341 



B. Validity of consent given by the injured individual ............................................................ 342 

C. Withdrawal of consent ........................................................................................................ 346 

Section IV.1.5 Exemption from violation of private life .................................................................... 347 

A. The breach of private life occurs to prevent a criminal offence .......................................... 347 

B. Public interest of the community ........................................................................................ 348 

C. Participator at the video/image/voice communication ........................................................ 350 

D. The victim acted intentionally to be seen by third parties .................................................. 350 

Section IV.1.6 Results of the questionnaire concerning legal limitations for intermediaries     

implementing prevention mechanisms ................................................................................................ 352 

Section IV.1.7 Legal provision proposals ........................................................................................... 355 

Section IV.1.8 Conclusions ................................................................................................................. 357 

Chapter IV.2 Technical limitations that influence the legal requirement of prevention ..................... 360 

Section IV.2.1 Limitations of technical mechanisms for prevention .................................................. 361 

A. Strong customer authentication ........................................................................................... 362 

B. Just-in-time authentication and authorisation ..................................................................... 363 

C. Limited authorisation for background applications ............................................................ 363 

D. User-app profile anomaly detection .................................................................................... 364 

E. Traffic filtering for web browsing ...................................................................................... 364 

F. Authentication of server ...................................................................................................... 365 

G. Hash to ensure integrity of files .......................................................................................... 365 

H. Data stored outside the device (e.g. cloud, blockchain, metaverse, IoT) ............................ 365 

I. Email correspondence and similar messages (e.g. chats) ................................................... 366 

J. Microphone and video access ............................................................................................. 366 

Section IV.2.2 Dependence on other entities in the digital ecosystem for obtaining data .................. 367 

A. Stakeholders in the digital ecosystem and their role for securing private life of users ....... 367 

B. Legal requirements adjustment ........................................................................................... 375 

C. Contractual structure with intermediaries ........................................................................... 377 

Section IV.2.3 Using cyber-attack patterns for threat prevention ....................................................... 378 

A. Applying cyber-attack patterns to activity of user .............................................................. 379 

B. Best practices for web applications/mobile applications as a security by design principle 380 

Section IV.2.4 Vulnerabilities of other applications/components....................................................... 381 

A. Notification of users ............................................................................................................ 382 

 B. Cooperation with other application producers .................................................................... 384 

C. Blocking of certain applications ......................................................................................... 386 

Section IV.2.5 Traffic data analysis .................................................................................................... 387 



A. Access to encrypted traffic .................................................................................................. 388 

B. Unencrypted traffic ............................................................................................................. 390 

C. Destination reputation analysis ........................................................................................... 390 

D. Anomaly of activities on the device after traffic ................................................................. 391 

Section IV.2.6 Performance of the device .......................................................................................... 392 

A. Number of resources needed for data analysis and influence on types of security            

measures   ............................................................................................................................................ 392 

B. Inter-dependency between applications/components .......................................................... 394 

Section IV.2.7 Legal provision proposals ........................................................................................... 394 

Section IV.2.8 Conclusions ................................................................................................................. 397 

Title V. Conclusions and future work .............................................................................................. 399 

Chapter V.1 Adjustment of legal requirements to address all entities in the digital ecosystem ......... 400 

Chapter V.2 Technical limitations and cooperation mechanisms to be implemented at technical              

and legal levels .................................................................................................................................... 408 

Chapter V.3 Role of each entity in the digital ecosystem and accountability perspective.................. 411 

Annex 1 Abbreviations ....................................................................................................................... 417 

Annex 2 References ............................................................................................................................ 418 

Annex 3 Questionnaire text ................................................................................................................ 461 

 

In the last decades, the number of online services to customers has grown as well as the 

number of customers that choose to obtain online services. For consumers, a significant number 

of transactions concerning products and services are conducted online, through various 

intermediaries. According to a study conducted by Capgemini, around 1.3 trillion non-cash 

transactions were performed globally in 2023 from around 500 billion in 2018.1 Further, in terms 

of marketing towards consumers, the profiling of consumers in view of identifying their 

preferences is widespread and usually used across multiple platforms.2 Consequently, individuals 

are increasingly using internet resources for  

Also, in terms of relations between authorities and citizens, various IT projects have been 

created for the main interaction among the two, including payment of taxes, issuance of official 

documents, public procurement procedures, tax/fiscal information, litigation proceedings, 

electronic access to case files in litigation and criminal prosecution, nationwide examinations in 

schools and elections in electronic form. The best example in this respect is Estonia, with its e-

 
1 Capgemeni, Global non-cash transaction vulumes, 2023, https://www.capgemini.com/news/press-releases/global-

non-cash-transaction-volumes-set-to-reach-1-3-trillion-in-2023/ , last accessed on 16 October 2023. Capgemini and 

BNPP, 2018 World Payments Report, https://www.worldpaymentsreport.com, last accessed on 28 December 2022. 
2 Parker, Clifton, New Stanford research finds computers are better judges of personality than friends and family, 

2015, https://news.stanford.edu/2015/01/12/personality-computer-knows-011215/, last accessed on 24 December 

2022. 

https://news.stanford.edu/2015/01/12/personality-computer-knows-011215/


government approach.3 This has also been generating a large amount of data pertaining to 

individuals to be stored and processed by public authorities. 

For this purpose, the focus of this thesis is the role of intermediaries (defined as operating 

systems, browsers, application stored and hardware) in ensuring prevention measures are in place 

to protect individuals. We have chosen this viewpoint as the intermediaries are best placed to 

enhance the existing preventive measure legal requirements given their unique access to data and 

possibility of interaction with the individuals. In terms of the objectives of this thesis, we first 

focus on identifying the intrusiveness in the context of ensuring security to individuals. To this 

end, we included an analysis limitations to automated decision-making for security purposes, use 

of active defence mechanisms, as well as data protection and criminal law limitations to data 

collection, data aggregation and data sharing with authorities and private entities. This is correlated 

throughout the thesis with the technical constrains of intermediaries in terms of identification of 

cyber threats or of cyber-attacks or in terms of preventing these. This is highly relevant in terms 

of setting-up proper roles and responsibilities within the digital ecosystem that reflect the technical 

real-life scenarios. An outline of the objectives is included below: 

 

Objective 1: Establish criteria for identifying intrusiveness in the context of ensuring 

security to individuals. This takes into account data collected, data aggregated (profiling), data 

disclosed and notifications, together with amendments to be brought to criminal law and data 

protection legislation. 

Sub-objective 1.1: Identifying limits to security measures through implementation of data 

minimisation (including in aggregation of data and sharing of data) and automated decision-

making data protection requirements. 

Sub-objective 1.2: Possibility of using certain types of active defence under existing 

legislation and proposal of changes to data protection and criminal law legislation to accommodate 

these and sharing of data with other intermediaries or other entities. 

 

Objective 2: Identifying role to be defined for intermediaries (operating systems, hardware 

providers, browsers, application stores) in terms of ensuring security, while also balancing privacy 

(including lack of intrusiveness). 

Sub-objective 2.1: Changes that are needed to existing legislation in order to ensure 

accountability of these intermediaries, as their role and obligations are not fully covered by existing 

legislation by reference to real-life involvement of these intermediaries in the data processing of 

individuals. 

Sub-objective 2.2: Proposed changes to existing data protection and criminal law 

legislation in view of ensuring possibility of security measures ensured by the intermediaries and, 

at the same time, limits to the types of security measures that can be taken, given the legal and 

technical limitations in this respect. 

 

The result of the analysis includes gaps identified in current criminal law and related 

legislation, together with legislative proposals for setting in place relevant legal requirements for 

 
3 INSEAD/WIPO, 2017 report - Global Innovation Index 2017 Report, https://www.globalinnovationindex.org/gii-

2017-report, last accessed on 28 December 2022. WIPO, Global Innovation Index, 2023, 

https://www.wipo.int/edocs/pubdocs/en/wipo-pub-2000-2023-en-main-report-global-innovation-index-2023-16th-

edition.pdf, last accessed on 21 October 2023. 

https://www.globalinnovationindex.org/gii-2017-report
https://www.globalinnovationindex.org/gii-2017-report


the role of intermediaries in the prevention of breaches to private life of individuals. The main 

results which constitute a novelty brought by this thesis include the following aspects: 

• Proposal for enhancement of private life concept in view of reflecting the digital data 

stored and used by individuals and the risk associated therewith. 

• New obligations for intermediaries in terms of prevention of cyber-threats and cyber-

attacks, by reference to the data to which they have access to, the possibility to interact 

with the individuals/users (and with authorities and other private entities), but also by 

reference to the technical and operational limitations in identifying or addressing 

cyber-threats and cyber-attacks. 

• Regulating risk-based approach to obligations of intermediaries and, thus, correlated 

risk-based approach analysis to have in mind when establishing criminal liability. 

• User involvement and liability in certain limited use cases in which his/her input or 

action are needed and in case of inaction/action with intention. 

• Possibility of intermediaries to establish active defence mechanisms and level of 

actions that can be taken considering criminal law implications of such actions. 

• Possibility to extend self-defence measure for actions performed by intermediaries on 

behalf of the user. 

• Legal limitations concerning aggregation of data from multiple users and requirements 

for anonymisation thereof. 

• Mechanism of cooperation between intermediaries and authorities or other digital 

stakeholders, while observing existing criminal law and data protection limitations. 

In terms of research methodology, firstly, we made an analysis and comparison of main 

characteristics of intrusiveness in criminal law and data protection case law and data protection 

sanctions in the EU (legislation, case law and implementation guidelines in the criminal law, 

human rights and data protection domains).  Secondly, we performed an analysis of the balance 

between security and privacy in legal doctrine, case law and data protection sanctions at the EU 

and Romanian law levels in terms of the legislation currently in force and draft proposals, together 

with US best practices outlined in legal doctrine and relevant for the EU legal system. 

Through these two methods we identified the role of intermediaries in the current EU 

legislation and any limitations in terms of implementing an obligation for intermediaries to ensure 

proper preventive security measures. In view of practical applicability of the objectives and 

hypothesis, we made a comparison between multiple privacy and security policies/features of 

intermediaries – at least 3 from each category – operating system, browser, and application store 

provider on a particular set of criteria to identify the manner in which they currently address 

preventive measures for security of the private life of their users. In addition, for the results of the 

above analysis, we included a validation of identified gaps in legislation, limitations of legal and 

technical nature in ensuring proper security of the private life of individuals through quantitative 

questionnaire on individuals (end-users),  legal advisors and IT experts. The outcome and 

conclusions from the questionnaire are included at the end of each section within the thesis. 

The concept o private life has emerged in terms o European legislation from the human 

rights conventions to the data protection legislation and to the criminal law conventions. 

Nevertheless, this concept and its protection has been envisaged more in terms o physical 

landscape and limited in terms of digital landscape, as shown in this chapter and in title II below. 

We have identified certain limitations in the definition of the criminal offence of breach of private 



life in EU level legislation and Romanian law4 level by reference to the changing digital world in 

which the private life is more and more digitalised with respect to certain intermediaries: operating 

system, browser, application store and hardware provider. As detailed below, there is a lack of 

proper legal requirements for security measure to prevent breach of private life, with such legal 

requirements being applicable for a category of stakeholders in the digital ecosystem, respectively, 

the intermediaries mentioned above. 5 

The types of data analysed in this thesis include data stored on the user device and on the 

server of the online service used by the user (including servers of sub-contractors of the online 

service provider).6 The data includes structured and unstructured types of data which refers to 

content created, uploaded or received by the user and interaction of the user with the device, the 

online service or the environment and the data concerning the (potential) perpetrators or in relation 

to IT systems used by the perpetrators.7 The thesis brings additional insights into expanding the 

definition of private life to accommodate current use of digital devices and data in an 

interconnected world. 

The thesis also emphasises the need for further clarity in case intermediaries are used for 

such activities. This entails also the cooperation mechanisms in place and needed to be set in place 

in view of cooperating with other private entities and authorities (either criminal investigation 

authorities of cyber security authorities). Working Party Article 298 has also emphasised the need 

to address the role of online intermediaries by reference to the technical and economical role of 

each type of such intermediaries. Intermediaries such as operating systems, browsers and hardware 

providers are the ones that interact most with the individuals online and they have the widest 

overview of the individual’s activity online.9 

Given the legislative background mentioned above, there are two angles that require further 

research and clarification. One related to the usefulness of user profiling and monitoring in order 

to ensure proper security measures10 and the other to the need to share data between various 

stakeholders in the same industry or across industries in order to ensure implementation of proper 

preventive security measures before occurrence of security incidents.11 

Further, in terms of preventive steps for protection of private life, in the context of digital 

landscape there are limited legal requirements in this respect, as detailed below. This thesis 

identifies the lack of legal provisions that clearly establish the level of security measures that 

 
4 Slavoiu, Radu, Protectia penala a vietii private, Universul Juridic, pag. 152, 2016 
5 Gasser, U. and Schulz, W. Governance of Online Intermediaries: Observations From a Series of National Case 
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should be implemented by private entities in order to ensure protection of privacy rights.12 This 

also includes the involvement of third parties in the determination of and in the setting-up of 

preventive security measures. In addition, the thesis outlines proposed improvements to clarifying 

the role of each stakeholder and the limitations of the security measures obligations.13 

Given the above new angles of analysis of existing legal requirements, this thesis opens up 

the discussions with respect to a couple of points where there is an intersection between data 

protection and criminal law legal provisions.14 In addition, the research brings to light the issues 

that arise from the technical aspects of cyber-threats and cyber security prevention mechanisms, 

together with their limitations. There is a very thin line between the actions a company can take to 

protect their data and the infringing on rights of rights of other individuals (e.g. perpetrators, holder 

of IT systems used during the perpetration of a criminal offence).15  

The aim of this thesis is to analyse this thin line and determine the situations which 

constitute a legitimate manner of ensuring security measures, together with proposals of changes 

in legislation or in interpretation (depending on the economic and technical opportunity of such 

changes). Given the general wording of security measure implementation legislation, the 

implementation thereof in practice has evolved mainly based on private sector practice and 

standards. Further, there is an interplay between legal requirements in terms of security (e.g. NIS 

Directive, banking legislation, GDPR) 16 and in terms of privacy protection (e.g. ECHR, GDPR, 

Budapest Cybercrime Convention, Romanian Criminal Code). 

This thesis brings a new light on the obligation to ensure preventive security technical and 

organisational measures, as it analysis the limitations of usually researched active defence and of 

data sharing based on data protection and criminal law obligations.17 Even if not expressly 

regulated as a security measure, the gathering of information about existing cyber-attack patterns 

and perpetrators is useful information in order to structure a resilient IT system in a private entity.18 

Title II refers to framing the context of private life and intrusiveness role from the criminal, 

data protection and human rights perspective in view of enhancing the current context of the 

criminal legislation.19 Chapter II.1 analyses the concept of private life and intrusiveness under 

different types of legislation. To this end, in chapter II.2 there is also an analysis on the 

intrusiveness implications on private life in the context of profiling and automated decision 

making, which is one of the most essential aspects given the digital ecosystem and its reliance on 
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processing large amounts of data and providing real-time responses.20 In addition, chapter II.3 

reviews the manner in which certain technical capabilities in terms of use of honeypots and active 

defence mechanisms can be used to ensure proper prevention of cyber-attacks, recovery of stollen 

data (or deletion thereof) and apprehension of the perpetrator. 

Chapter II.1 focuses on sub-objective 1.1 and hypothesis 1.1.1 in view of identifying the 

concept of intrusiveness and how this relates to private life in view of proposing an enhancement 

of the existing private life concept under the criminal offence of private life in the Romanian 

Criminal Code.21 To this end, the chapter starts with Section II.1.1 focusing on the concepts of 

intrusiveness and private life, continues with the data covered by the concept of private life in 

Section II.1.2 and includes related privacy harms to be had in mind for the analysis of breach of 

private life in Section II.1.4, whereas Section II.1.5 focuses on the location of such data or of the 

user in view of determining the impact thereof on the protection of private life.22 The role of 

consent is especially important in this context as it is one of the main manners in which certain 

breach of private life occur and this is analysed in Section II.1.4. 23 

Chapter II.2 refers to sub-objective 1.1 that refers to hypothesis 1.1.2, as the prevention 

mechanisms, to be effective entail automation and aggregation of data. Such aspects have certain 

legal limitations in the current legislation. 24 However, there are certain points that are still not fully 

addressed and that require additional legal provisions. The chapter also addresses hypothesis 1.1.3, 

which is related to anonymisation/pseudonymization and the need for further legal regulation in 

this respect in terms of the use of anonymisation/pseudonymization techniques for automated 

decision making in the context of security measures.25 

Automated decision making does not automatically entail the use of machine learning or 

artificial intelligence. However, this is generally the case in the current state of the security 

measures.26 The sections in this chapter include first the technical aspects of the automated 

decision making linked to any legal implications (Section II.2.1). Afterwards, the options for 

decision making (Section II.2.2) come into play, as these are the ones producing legal effects on 

the individuals whose data was collected and processed.  

Involvement of other entities in the decision-making process and/or the implementation of 

the decisions is included in Section II.2.3. The legal implications for using automated decision-

making are further analysed and proposals for amendments are made in Section II.2.4. The 
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anonymisation/pseudonymisation techniques and their legal and technical implications are 

included in Section II.2.5. 

Chapter II.3 addresses to sub-objective 1.2, as it refers to active defence mechanisms that 

can be taken by the intermediary. 27 There are certain technical actions that can be taken by the 

intermediary at this stage.28 However, under the current legislation, especially the data protection 

and criminal law legislation, there are certain limitations in this respect.29 The types of actions that 

can be taken from a technical perspective and the limitations from a legal perspective are analysed 

in this chapter, together with anonymisation techniques that can mitigate certain legal concerns 

and risks.30 

Hypothesis 1.2.1 refers to the possibility of intermediaries to take certain active steps at the 

moment when a potential breach of private life is identified.31 One approach is to consider these 

actions as part of a self-defence steps taken by intermediaries on behalf of the victim (hypothesis 

1.2.3). Further, after the active measures are taken, certain data pertaining to the potential cyber-

attacker are obtained and there are certain limitations in terms of analysing this data, sharing it 

with other private entities and sharing it with public authorities (regulatory or criminal 

investigation bodies). Further, certain limitations in terms of public interest in view of maintaining 

order in terms of entities that have investigative powers. 

Title III includes the analysis of existing obligations in relation to protection of private life 

pertaining to the intermediaries. It generally includes aspects relating to sub-objective 2.1 in the 

sense of proposing new legislation for proper preventive measures to be taken by the 

intermediaries to ensure security of the private life of their users. Such protection relates also to 

protection of devices and protection of data, as, in the digital environment these are interlinked.32 

Therefore, the criminal offence of illegal access to IT systems is closely linked to the criminal 

offence of breach of private life. 33 Further, the title includes also cooperation needs to achieve 

proper preventive security in an interconnected globalised ecosystem, in which threat intelligence 

is essential. In this respect, an outline of the main stakeholders is essential.34 

The three main pillars for the obligations of intermediaries entail: legal obligations related 

to collection and processing of data pertaining to users, aspects to be analysed in terms of 

aggregation and sharing data and manner of determining the accountability of the intermediaries 

properly.35 These three pillars represent the main vantage points to consider for analysis of existing 
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obligations and need for additional new obligations, while the following chapter IV will analyse 

limitations in existing legislation for implementing such obligations properly. 

Chapter III.1 focuses on the obligation that are currently in place and those than can be set 

in place for intermediaries, based on the role thereof, as analysed and detailed in this thesis.36 To 

this end, the chapter analyses the security requirements for collection of data, the obligations about 

ensuring security requirements are in place and the cyber-attack types that can be identified and 

analysed by intermediaries. Further, it analyses in cooperation with other entities within the digital 

ecosystem and correlation with other relevant criminal offences under which the actions of the 

intermediaries can be considered criminal actions unless specific legislation is set in place.37 This 

entails that further legislative steps have to be taken in order for the preventive security actions of 

the intermediaries not to be considered criminal offences themselves, especially in terms of the 

breach of private life of the users they are protecting from cyber-attacks.38 This chapter also 

includes an overview of the policies and procedures made public by the intermediaries in terms of 

the security measures they have implemented under the current legislation and without specific 

legal requirements in this respect, but with the view of protecting their users as much as possible.39 

Chapter III.2 focuses on the manner to implement the obligation of the intermediaries 

proposed in this thesis to ensure proper preventive measures. The chapter analyses the manner in 

which the intermediaries can aggregated data and share it in order to enhance their accuracy of 

identification of cyber-attack, cyber-attack patterns and exploitable vulnerabilities and exploitable 

misconfigurations.40 To this end, the chapter includes aspects pertaining to sharing raw data or 

results of analysis by the intermediaries to other entities (including other intermediaries and 

authorities) and also the aggregation of data at the level of the user or at the level of all users of 

the intermediary.41 In addition, the usefulness of anonymisation and pseudonymisation is included 

in this chapter as a manner of complying with data protection and criminal legislation, as well as 

ensuring security of data collected. 

Chapter III.3 includes details on how to establish the accountability of the intermediaries.42 

It includes accountability aspects in current data protection, human rights and criminal legislation 

and it further analyses the legal concerns based on types of attacks and based on the type of 

response to such attacks.43 The accountability of the intermediaries is further analysed in terms of 

periodic review on the intermediary’s activity, its just-in-time implementation of security measures 

and proper documentation of security measures taken and reasoning for choosing such security 

measures. 
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Chapter III.1 analyses the current obligations under Romanian law that can lead to an 

interpretation that intermediaries have obligations to guard private life of the users and proposals 

to adjust such obligations to reflect the current role of entities within the digital ecosystem.44 The 

intermediaries are positioned in a manner at the core of most of the activities performed by users 

on their devices, having an overview of the entire ecosystem of applications and internet 

destinations used by the users. 45 

Under current legislation, as shown in this research, there are no legal obligations to 

implement preventive security measures.46 While there are obligations for specific entities to 

implement certain security preventive measures within their organisation or within the software 

they provide to customers, intermediaries are not covered by such obligations and, further, the 

intrusion detection and prevention approach analysed in this thesis is not covered under existing 

legislation. The chapter focuses on sub-objective 2.1, respectively, hypothesis 2.1.1 that refers to 

the need for additional legal obligations of the intermediaries in order to prevent breaches of life, 

as this term has been defined under existing legislation and the proposed changes mentioned in 

Title II above.  

Thus, this chapter emphasizes indirectly the usefulness of adding certain criminal law 

adjustments to the concept of private life, in order to reflect the digital landscape. This would bring 

the concept of private life and the criminal law manner of protection in line with the digitalisation 

currently covering the activities and life of the users.47 Further, in case of inaction with intent to 

ensure proper security measures, similar criminal liability should be triggered, as it indirectly helps 

the perpetrators commit the breach of private life criminal offence.48 This entails that, even under 

the current protection of private life, intermediaries’ obligations proposed in this thesis are actually 

required, as, any inactivity in this respect can result in the breach of private life of the users.49 

Two other sub-objectives are addressed in this chapter in terms of cooperation, sub-

objective 2.2, with hypothesis 2.2.3 (technical limitations for implementing security measures that 

are dependent on other entities) and hypothesis 2.1.3 (cooperation between digital stakeholders to 

ensure swift and effective implementation of preventive security measures).50 

The chapter focuses first on the legal basis and legal requirements for collection of data 

about the user.51 This entails an overview of data protection and criminal law aspects. Further, such 

requirements are placed within the digital legislation ecosystem and other criminal offences 
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regulated under the criminal law than the breach of private life that may be relevant in the digital 

environment and for the protection of the private life of users.52 Further, from a practical technical 

perspective, the requirement identified in the chapter are mapped to the types of attacks to be 

identified and analysed by the intermediaries and the correlation from a technical perspective with 

the other stakeholders within the digital ecosystem.53 The chapter also includes a case study to 

analyse the manner in which a set of intermediaries handle security of their users at present, by 

reference to the obligations they undertake in the publicly available terms and conditions.54 

Chapter III.2 analyses one of the most important activities in terms of security prevention, 

respectively, the collection and analysis of data from multiple users and in the context of 

aggregation of data. The collection can be performed by the intermediary itself or from other 

intermediaries or third parties. The chapter includes analysis from multiple legislative and practical 

perspectives, including data protection and criminal law.55 

The approaches that can be taken in practice include aggregation of data from multiple 

devices and multiple users. This gives the overview on the typologies of cyber-attackers and gives 

more insights into the attack vectors used, especially for malicious links sent in chats and 

phishing/vishing attempts.56 Aggregated data ensures from a statistical and probability perspective, 

a more accurate view on the user landscape and on the cyber-threat overview. Further, such 

increased amount of data is important for any machine learning and artificial intelligence 

algorithms used by the intermediaries in view of training such algorithms in order to obtain a more 

accurate result.57 

Subsequently, it is essential to understand the sharing legal limitations in order to frame the 

legal obligation of intermediaries properly and to distinguish between the liability of 

intermediaries and liability of other entities/users. The sharing of data analysed includes that 

towards and from authorities, other intermediaries and other entities within the digital ecosystem. 

It also analyses sharing of raw data and of results of analysis performed by any of such entities.58 

This chapter focuses on sub-objective 1.1 and, more specifically, on hypothesis 1.1.2 and 

hypothesis 1.1.3. Hypothesis 1.1.2 refers to the limitations that exist in terms of aggregation of 

data and hypothesis 1.1.3 on the use of anonymisation and pseudonymisation techniques for 

analysis of aggregated data. Thus, the chapter includes details on the approach to be taken to 

maximize the aggregation and sharing data without negatively affecting the private life of the 
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users, while leveraging the anonymisation and pseudonymisation mechanisms which are 

appropriate from a business and privacy perspective.59 

Chapter III.3 aims to setup proper proposals for ensuring security preventive measures are 

taken by the intermediaries. In doing so, it takes into account the intrusiveness aspects established 

in chapter II with respect to the data and private life of users and of cyber-attackers and makes 

proposals for technical and organisational security measures that can be taken by intermediaries. 

The chapter also takes into account the other legal provisions concerning preventive security 

measures in the digital ecosystem.60 The focus is on the practical steps that can be taken by the 

intermediaries, the timing for such actions and whether these are already covered by existing 

legislation or they should be further specified in specific legislation. To this end, the approach 

taken is that of having a real-time response by the intermediaries based on the information they 

hold at a certain point in time.61 This concept has been analysed in legislation previously in the 

context of user-facing applications in the payments services directive 2, Directive (EU) 2015/2366 

on payment services in the internal market and article 18 of Commission delegated regulation (EU) 

2018/389 supplementing PSD2 of 27 November 2017, which goes into detail also with certain 

aspects to analyse (abnormal behavioural pattern of the user, malware infection, abnormal location, 

high-risk location). 

The chapter focuses on sub-objective 2.1, with emphasis on hypothesis 2.1.1 and 2.1.2, as 

it establishes the as-is situation in terms of legal obligations of the intermediaries, it further 

identifies situations in which the intermediaries are best placed to address a certain security 

concern and includes proposals for preventive steps that intermediaries can take. For this purpose, 

the chapter analyses the types of technical measures that can be taken by the intermediaries and 

the manner in which these can be addressed through the existing legislation, as well as proposed 

new legal requirements.62 

Title IV includes analysis of limitations to actions of intermediaries for preventing breaches 

against the private life of users. To this end, we first analyse the proposed legal requirements for 

intermediaries in view of collecting data, analysing data and sharing data in view of ensuring that 

preventive security measures are in place.63 Secondly, we analyse the technical capabilities of 

intermediaries, given the data to which they have access and the control/permissions they have 

over the device/accounts of the user. The technical limitations translate into legal limitations and 

limitations of liability of intermediaries.64 Having such matters clearly established from the outset 

reduces litigation for clarifications afterwards. Subsequently, based on such limitations, this title 

details proposed changes to existing data protection and criminal law legislation in view of 
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overcoming such limitations and ensuring possibility of security measures ensured by the 

intermediaries and, at the same time, limits to the types of security measures that can be taken.65 

Chapter IV.1 analyses the legal limitations under criminal law, human rights and data 

protection with respect to actions that can be taken by intermediaries to prevent breaches of private 

life of users.66 These limitations occur due to the need for access to certain IT systems and to data 

of the users in order to create and implement appropriate preventive security measures. Further, 

the legal limitations relate to the fact that certain actions that can be performed by the 

intermediaries can have an impact from a private life criminal offence perspective or on the IT 

systems used by the user.67 Additional complications to the legal analysis relate to the situation 

whereby the device used by the user is used by other individuals as well or in situations whereby 

the device used by the user contains data pertaining to the private life of other individuals as well. 

In addition, there are certain legal steps that can be taken by the intermediary to avoid liability 

given the technical constraints in taking actions after they perform the data analysis. 

Chapter IV.2 is aimed at building on the legal limitations and recommendations from the 

above chapter IV.1 and highlighting the technical limitations. These limitations can stem firstly 

from the pure technical limitations of security at present and limitations from the side of the devices 

from a technical perspective (as detailed under section IV.2.1). Specific limitations may arise in 

terms of analysis of traffic data from or to the device of the user (as detailed under section IV.2.5) 

and vulnerabilities of other applications or other intermediaries (as detailed under section IV.2.4).68 

One approach to address this wide landscape is setting-up standards and best practices (as detailed 

under section IV.2.3). This provides clarity on the legal obligations of each stakeholder and on the 

level of security controls to be implemented. Secondly, they can stem from the technical limitations 

due to dependencies on other entities in the digital ecosystem69 (as detailed under section IV.2.2). 

Thirdly, the performance aspect should also be had in mind, as security tools can have a high 

impact on the performance of the hardware and software within the device of the user (as detailed 

under section IV.2.6).70 

This chapter is related to two sub-objectives. It details certain points concerning sub-

objective 2.1 in relation to hypothesis 2.1.3 on cooperation being a requirement for ensuring proper 

prevention. In terms of sub-objective 2.2, the chapter touches upon hypothesis 2.2.3 in the sense 

that it includes certain technical limitations that have to be had in mind when assessing the 

obligation of intermediaries to prevent breaches of private life and upon hypothesis 2.2.4 in terms 

of the performance limitations that also reduce the types of security measures that can be taken on 
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a particular device.71 In essence, all such technical or organisational limitations have an impact on 

the number of successful breaches to private life of users and should be clearly identified to prevent 

civil, administrative or criminal liability of intermediaries for not preventing them, as detailed 

below. 

The research includes the analysis of EU level legislation and Romanian law legislation 

concerning criminal law, data protection and human rights. Other angles are also relevant, for 

example, competition law and consumer protection. However, these are not the focus of this 

research. In addition, the research focuses on the above two objectives in terms of identifying the 

role of intermediaries in preventing potential criminal offences while not partaking in criminal 

actions themselves.72 This research results in a set of proposed legal provisions in this respect. 

Such proposals are validated also through a quantitative approach. Nevertheless, additional 

validation of the impact assessment of such proposals can be performed, including their impact 

from other perspectives than the criminal law, data protection and human rights law.73 

We are outlining below a couple of angles of the private life concept not included in this 

thesis and which can be topics of future research in this field: 

• Data analytics (especially in the big data context), together with any profiling or tracking 

activities and any automated decisions concerning individuals (which may create legal 

consequences or similar effects on individuals).74 

• Consumer protection (including specific requirements concerning children)75 and 

competition law implications in case of sharing of data.76 

• Specifics for data sharing in case of a relation between employer and employee, including 

aspects relating to monitoring of employees’ online activity. 

• Remedies for harms brought by privacy infringements, including damages paid to 

individuals or to other companies on the basis of tort or contractual liability (including cyber 

insurance claims). The ECHR77 has defined broadly the concept of private life (which has 
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some ties with the privacy and personal data concepts), including any information about 

private and family life, residence, correspondence (email, telephone, workplace email).78 

Further, the prevention legal obligations should include both criminal law and civil law 

considerations. In addition, these should reflect and should be interpreted by the courts of law in 

light of the technical limitations and the technical capabilities related to such situations. In this 

decade, de legislation has been developing in order to catch up with the continuously changing 

technological landscape. 

The legislation has focused significantly on internal organisation of entities in view of 

implementing proper security best practices and also on the secure software development lifecycle. 

For this reason, we have chosen to focus on an existing gap in the existing legislation, respectively, 

the role of intermediaries in ensuring preventive security measures in view of protecting the private 

life of the individuals using the services of the intermediary. 

In view of showing the usefulness of having legal obligations for intermediaries within a 

certain activity, we have looked at the anti-money laundering legislation which has placed over the 

years more and more obligations on the intermediaries of the money laundering transactions, 

including banks, etc. Thus, in view of detecting such criminal offences and, subsequently, in order 

to ensure preventive measures against them, the legislator has opted to have obligations based on 

the intermediaries involved in the ecosystem.79 
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