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Introduction

Educational and Behavioural Data Mining are the main research fields of our PhD the-

sis. Our PhD thesis is entitled “Mining students’ behavioural features in multiple learning

environments” and aims to get an overview of the most important characteristics of school

and university students in different learning environments. Educational data mining (EDM)

represents a substantial domain of research, where the main objective is to find significant

patterns in data collected from various educational environments. Behavioural mining (BM)

is a subfield of Data Mining (DM) focused on extracting behavioural patterns from data.

Our thesis intends to put together these domains, in order to obtain an image of nowadays

students’ characteristics in different learning environments.

In educational environments, DM offers methods to support decision-making and thus

provide decision support. Uncovering meaningful patterns and extracting knowledge from

education-related data sets is a challenging and intensively investigated topic in the EDM

literature, particularly in relation with Covid-19 pandemic [GSA21, CcMS+20]. A major

target in EDM is to comprehend the students’ learning process, predict students’ learning

outcome, provide a better comprehension of the education-related phenomena and help ed-

ucation institutions to understand and improve their education-related processes [BCR18].

Nowadays, academic institutions are more and more interested in improving their teaching

methodologies, learning processes [MT13] and the academic performance of their students

and instructors [JRHR15]. EDM addresses techniques to understand the learning processes

and identify patterns in data, for supporting academic institutions in decision-making re-

garding university admission [Men20] or the influence of students’ performance during their

years of college [AS19].

Every education provider, and more generally every service provider, tries to offer suitable

products to its beneficiaries. In this regard, providers must have an appropriate image of the

clients’ performance, so that the offered products or services may be adapted according to

these performances. Given the rapid evolution of society, the need of a paradigm shift in ed-

ucation is required. Thus, the educational systems must take into consideration the available

instruments, so that this shift can bring benefits to students, instructors, and educational

institutions. For instance, relating to the Covid-19 crisis, education shifted to online environ-

ments, and the traditional teaching methods used by the educational institutions needed to

adapt. Learning success (in both traditional and online contexts) is influenced by students’

motivation and the effectiveness of the teachers. The teaching quality does not guarantee

the students’ motivation or vice versa, because the latter depends on other factors, intrinsic

or extrinsic [Nas20]. In this context, there is an increasing interest in understanding how

students learn and how to improve their academic performance.
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Approached Problem

Mining behavioural characteristics of students from school and academic settings is the

key problem addressed in our work, because understanding how students develop and enhance

their results is a topic of growing interest for every education provider.

The first concern is to identify behavioural features of school students, in order to help

teachers in their instructional process. During a teacher’s career (about 40 years long), there

are different generations of students, so teachers must permanently adjust their methods of

instruction to the current generation’s profile, because each age has its motivation, goals,

skills, etc., and students should be actively involved in learning. Mining the behavioural

features of school students should give us a profile of nowadays students, with their interests

and skills and thus, help instructors to adapt the teaching methods to their learners.

Mining concepts from Computer Science or another subject across curriculum levels

should help institutions to design and adapt their curricula at the nowadays students, in

order to facilitate the learning process. Nowadays students belong to Generation Z (those

who are born between 1995 and 2010 [SG16], also named “digital natives”). The students of

Generation Z are more technologically advanced and possibly more independent than learn-

ers of earlier generations [MCS19]. Although they are named “digital natives”, they are not

equipped in utilizing technological innovations for tactical purposes or build their careers.

According to Shatto and Erwin [Sha16], the Zs have simple connection to streaming services,

allowing them to study any subject whenever and wherever they want on a variety of gadgets.

Their reliance on technology has a direct influence on their learning capability. If we mine

the concepts needed to be learned for our society and take into account the profile of Zs, we

can improve the instructional design, beginning with the school level and continuing with the

college.

The second concern is related to the behavioural features of students from academic level.

At this level, we aim to identify some tendencies while examining the students’ performance

both in traditional and online environments. We intend to use unsupervised learning tech-

niques, to analyse and predict the students’ performance and to compare the analysis’ results

in traditional and online environments. In the present context, when some teaching and

evaluation activities, including lectures, assignments and examinations, are moved in online

environments, there is an increasing interest in understanding the students’ learning process,

to improve their results. Nowadays, there is an accelerated development of these elements,

as a consequence of several environmental factors. The Covid-19 epidemic, for example,

changed every aspect of daily life, including schooling and online learning was a way for the

educational providers’ traditional teaching methods. The effectiveness of online learning is

dependent on the standards of instruction and student engagement. This is a reason for us

to compare the students’ performance in traditional and online environments.

The third concern is to develop a machine learning-based framework for students’ perfor-

mance analysis. Such an instrument could help institutions of education in their decision-

making processes. In this direction, we aim to introduce our framework and validate it on

educational data sets from the academic level.

The challenge in our work is given by two major aspects: (1) the lack of open source data

sets (we had to collect our own data sets and we noticed that people are very reserved when

they have to share information about themselves, even if the answers are under anonymity),

and (2) the difficulty to conduct comparison with the literature (the educational systems

have important particularities, related to their country’s politics).
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Original Contributions

We have targeted our research on three major topics: (1) investigating behavioural fea-

tures of school students; (2) mining behavioural features of students in academic environ-

ments; and (3) proposing a machine learning-based framework for students’ performance

analysis. For these directions, we focused on: statistical analysis (Chi-Square test, Wilcoxon

signed-rank test, Pearson and Spearman correlation coefficients), unsupervised learning (UL)

methods (k-means, principal component analysis, self-organizing maps, autoencoders, t-

distributed stochastic neighbor embedding, uniform manifold approximation and projection

for dimension reduction, and association rules), supervised learning (SL) methods (logistic

regression, linear regression, linear discriminant analysis, polynomial regression, stochastic

gradient descent, tweedie regression), and feature selection (ReliefF algorithm).

Therefore, Chapters 2, 3 and 4 provide our achievements and primary contributions in

each of those aspects:

1. Behavioural features of school students

We started our research from school environment, mining the behavioural features of

students with age between 10 and 19 years. We proposed a statistical analysis to extract

meaningful insights, k-means and self-organizing maps for clustering, and association

rules to identify interesting relationships and dependencies between variables in our

data sets. For this direction, the data sets were obtained by applying questionnaires to

the targeted subjects. The results on this direction of research are as follows:

(a) The first approach aimed to identify digital competences at 4th grade students,

as behavioural features regarding the 21st century competences. Our proposed

methodology and experimental results are described in the second section of the

Chapter 2. The proposed approach has been published with the title “Digital and

Coding Literacy for School Students” [Din18].

(b) For mining behavioural features of school students from another level of study and

age, we focused on high school students. We aimed to identify their preferences

in choosing an exam item at the baccalaureate exam. The results are available

at published in the article “Using Unsupervised Learning for Mining Behavioural

Patterns from Data. A Case Study for the Baccalaureate Exam in Romania”

[MCD23]. Our methodology and experimental results are presented in the third

section of the Chapter 2.

(c) Another perspective was to mine concepts from Computer Science (CS) across

curriculum levels using a cyclic learning based approach. We targeted the sorting

concept, with the aim to connect the knowledge and competences gained in sec-

ondary and high school with the requirements from the academic level. The study

was presented and published with the title “Mining sorting concept across curricu-

lum levels: a cyclic learning based approach” [McA22]. The proposed methodology

and our results are available in the last section of the Chapter 2.

2. Behavioural features of students in academic environments

The second direction for our thesis was to mine behavioural features of students from

academic environments. We used the statistical analysis to observe meaningful cor-

relations between features, unsupervised learning methods for students’ performance
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analysis, and supervised learning methods to reinforce the results obtained with the

unsupervised learning approach. For this direction, the data sets used in the research

were obtained from the students’ activity at several academic disciplines at Babeş-

Bolyai University Cluj-Napoca (BBU), Faculty of Mathematics and CS. Our results on

this direction of research are as follows:

(a) Firstly, we wanted to mine academic data sets for students’ performance analy-

sis using unsupervised learning methods at the Data Structures and Algorithms

course. The study was presented and published with the title “Unsupervised

learning based mining of academic data sets for students’ performance analysis”

[CCCD20]. Our methodology and the results are presented in the first section of

Chapter 3.

(b) Comparative assessment of academic performance in traditional and synchronous

online learning environments was another aim of our research, resulting from the

Covid-19 epidemic and the shift of instructional activities to online settings. Our

work is presented in the second section of Chapter 3 and is disseminated through

two studies related to the performance of students at Logical and Functional Pro-

gramming course, which are presented bellow.

i. In order to compare synchronous online learning with traditional classroom in-

struction for evaluating students’ academic achievement, unsupervised learning

methods were used in the first approach. The study is available at [MCOM21].

ii. Comparing students’ academic achievement in online and traditional learning

contexts using self-organizing maps was the second approach. The study is

available at [OMCM21].

3. A machine learning-based framework for students’ performance analysis

The third direction in our research was to build a framework for students’ performance

analysis. This framework is named IntelliDaM and has three main components: (1) a

component for feature analysis and selection; (2) a component for unsupervised learn-

ing-based data analysis; and (3) a component including supervised learning-based pre-

dictive models. To evaluate the performance of IntelliDaM , authentic data have been

utilised. The data sets were obtained from BBU, during three academic years, for a CS

discipline. The study is published with the title “IntelliDaM : A Machine Learning-

Based Framework for Enhancing the Performance of Decision-Making Processes. A

Case Study for Educational Data Mining” [CCML22]. The proposed methodology and

experimental results are described in the Chapter 4.

Thesis Structure

The thesis is organized in the following way.

Chapter 1 discusses the theoretical foundation and literature review. It starts with the

presentation of EDM domain, with students’ performance analysis and prediction, and then

is outlined the BM applied in the educational field. The second aspect from this chapter

is the students’ profile analysis in the context of digitisation, in order to check the 21st

century competences, the digital literacy nowadays, gamification as an educational strategy,

learning taxonomies used in nowadays education, and online learning and digitisation for a

new paradigm shift. The third section treats the machine learning (ML) models used in our
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thesis: unsupervised learning models (k-means clustering, principal component analysis, t-

distributed stochastic neighbor embedding, uniform manifold approximation and projection,

self-organizing maps, autoencoders, and association rules), supervised learning models used

to reinforce the results of unsupervised based-analysis (linear discriminant analysis, linear

regression, polynomial regression, logistic regression, stochastic gradient descent, and Tweedie

regressor), and feature selection.

In Chapter 2, we present our results from mining school students’ features in their learning

processes. The first section focuses on the skills necessary for 21th century competences at

4th grade students in five schools from Romania during the second semester of the school year

2017-2018. The methods used are statistical analysis and k-means clustering. In the second

section, we want to find some behavioural features at high school students, for identifying

their preferences in choosing an exam item at the baccalaureate exam. In this sense, we

used statistical and unsupervised learning-based analysis. The third section is an incursion

in the Romanian curriculum for CS, for the purpose of observing the approach of the sorting

concept at several stages of knowledge and to propose a framework useful for students in

learning sorting algorithms. We were interested in secondary and high school levels and their

impact at the college level, such that we can introduce a framework for collecting behavioural

features from those who want to learn about sorting.

In Chapter 3 is presented our work related to mining the learning features of students

at academic level. In the first section we used Relational Association Rules and Principal

Component Analysis to analyse the performance of students at Data Structures and Algo-

rithms course. The second section presents our comparative analysis of university students’

performance in traditional versus online environment at Logic and Functional Programming

course. In this regard, we used unsupervised learning techniques for the analysis such of Au-

toencoders, T-distributed Stochastic Neighbor Embedding, Principal Component Analysis and

Self Organizing Maps and some supervised learning methods, such as Logistic Regression,

Linear Regression and Linear Discriminant Analysis to validate our analysis.

Chapter 4 describes our proposed framework, named IntelliDaM , for students’ perfor-

mance analysis. Besides the proposed framework, the additional contributions envisaged by

our research are: (1) to emphasise the effectiveness of IntelliDaM on analysing students’

performance related data; (2) to analyse and interpret, for the considered case study, the rel-

evance of the patterns unsupervisedly mined from academic data and how these patterns are

correlated with students’ academic performance; and (3) to test whether or not the students’

final performance prediction for a certain academic discipline is enhanced by incorporating

in the prediction model their results achieved in previous CS courses from the curriculum.

After describing our work in these chapters, our conclusions and future work are presented,

then the appendix and the list of the bibliographic resources.



Chapter 1

Background

This chapter presents the basic ideas relevant for the domain of our thesis, introduces the

related work and the main computational models we are using in our research. The chapter

is organised as follows.

The first section presents useful concepts from Education Data Mining (EDM), namely

Students performance analysis and prediction and Behavioural Mining applied in education.

The second section addresses the issue of analysing the students’ profile in our digitized

society. It begins with a brief incursion on the 21st century competencies, then it’s presented

the concept of digital literacy in our society. Gamification is described next, because it is more

and more used in the instructional process nowadays. In what follows, principal Learning

Taxonomies are presented, emphasizing on Revised Bloom Taxonomy. At the end of this

section, we focus on online learning and digitalisation.

The last section describes the Machine Learning (ML) models helpful in our studies. It

contains three parts: unsupervised learning (k-means clustering, principal component analy-

sis, t-distributed stochastic neighbor embedding, uniform manifold approximation and pro-

jection, self-organizing maps, autoencoders, and association rules), supervised learning (linear

discriminant analysis, linear regression, polynomial regression, logistic regression, stochastic

gradient descent, and Tweedie regressor), and feature selection with its representative algo-

rithms.
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Chapter 2

Mining behavioural features of

school students

This chapter is an incursion in behavioural features of school students, with the purpose

to sketch the school student’s learning profile. The chapter is structured as follows.

The first section presents the statistical analysis concepts utilised in our approaches: the

Chi-Square test, Z-score and F-value.

In the second section, we look for the 21st century skills at the 4th grade student’s profile,

through an educational project of “Dalia’s Book” Association. Our results are published in

the article “Digital and Coding Literacy for School Students” [Din18]. The purpose of the

studt was, on one hand, to determine to what extent are the 4th grade students prepared to

start the compulsory Computer Science (CS) classes in gymnasium, and, on the other hand,

to find the learning profile of our students, identifying their competencies necessary for the

challenges of our digitized society.

The third section continues the school student’s profiling at high school level, for the

purpose of obtaining the most important characteristics in choosing a subject for the bac-

calaureate exam in Romania. This section presents the study that was run for students from

real sciences classes, i. e. specializations: Mathematics-Computer Science, Mathematics-

Computer Science intensive Computer Science, and Natural Sciences. This study is published

in the article “Using Unsupervised Learning for Mining Behavioural Patterns from Data. A

Case Study for the Baccalaureate Exam in Romania” [MCD23]. One of the conclusions drawn

is that high school students are very interested in choosing Biology and Computer Science

for the baccalaureate exam.

After we have seen the great interest of high school students for CS in the third section,

we propose to do some cross-sectional studies across curriculum levels for the most important

concepts from CS. The last section presents our work regarding the approach of the sorting

concept across three curriculum levels: secondary school, high school and university, with

the main concern on the secondary and high school. This study follows a cyclic learning

perspective and it was presented and published in under the title “Mining sorting concept

across curriculum levels: a cyclic learning based approach” [McA22]. As an extension, we

propose an application which will collect data from their behaviour as users and which will

be useful in users profiling.
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Chapter 3

Mining behavioural features of

students in academic environments

Chapter 3 continues the mining of behavioural features for students from academic level.

For this direction, we focus on students’ performance prediction and analysis using unsuper-

vised learning-based methods (Relational Association Rules, Principal Component Analysis,

Autoencoders, t-SNEs, and Self-Organizing Maps). Some supervised learning-based methods

(linear regression, logistic regression, linear discriminant analysis) were used for supporting

the results obtained with unsupervised learning-based techniques. We used real data sets,

collected from the Faculty of Mathematics and Computer Science, Babes, -Bolyai University,

Romania.

The first section introduces the relational association rules and principal component anal-

ysis for students’ performance analysis at Data Structures and Algorithms course. The study

is entitled “Unsupervised learning based mining of academic data sets for students’ perfor-

mance analysis” [CCCD20].

The second section was inspired by the switch of the educational activities in online

throughout the pandemic of Covid-19. In this section, we run two comparative analysis of

students’ performance in traditional versus synchronous online environments for Logic and

Functional Programming course. These studies are:

• “Towards using unsupervised learning for comparing traditional and synchronous online

learning in assessing students’ academic performance” [MCOM21].

• “Using Self-Organizing Maps for Comparing Students’ Academic Performance in Online

and Traditional Learning Environments” [OMCM21].

14



Chapter 4

IntelliDaM : A machine

learning-based framework for

students performance analysis

With the goal of enhancing the results of students’ performance analysis, we have intro-

duced IntelliDaM [CCML22], an ML based framework for mining students’ performance

data. IntelliDaM offers three types of data analyses components designed for: (1) fea-

ture analysis and selection; (2) unsupervised learning-based data analysis; and (3) supervised

learning-based predictive models. For evaluating the performance of IntelliDaM , we used

authentic data obtained from Babeş-Bolyai University (BBU), Romania, during three aca-

demic years, for a CS discipline. Besides the proposed framework, the additional contributions

envisaged by our research are: (1) to emphasise the effectiveness of IntelliDaM on analysing

students’ performance related data; (2) to analyse and interpret, for the considered case

study, the relevance of the patterns unsupervisedly mined from academic data and how these

patterns are correlated with students’ academic performance; and (3) to test whether or not

the students’ final performance prediction for a certain academic discipline is enhanced by

their results achieved in previous CS courses from the curriculum. Even if it is empirically

evaluated on academic data, the proposed IntelliDaM framework is a general one, and it

may be applied for any data analysis task.

The rest of the chapter is organised as follows. The first section discusses the methodology

utilised for developing IntelliDaM framework and presents its main components. The second

section presents the experiential assessment of our proposal of framework on an EDM case

study, describing the data sets, the experiments and their results, whilst the third section

describes the results obtained. The last section offers the conclusions of the research and

some ideas for future work.

The obtained results of this study are presented in the article “IntelliDaM : A Machine

Learning-Based Framework for Enhancing the Performance of Decision-Making Processes. A

Case Study for Educational Data Mining” [CCML22].
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Conclusions and future work

The present document describes the original results obtained for our PhD Thesis entitled

“Mining students’ behavioural features in multiple learning environments” with the goal to

develop and implement DM techniques in issues belonging to the educational domain. Ap-

plying DM techniques in education [BCR18] is nowadays an interesting and active research

domain in which the primary goal is building techniques to obtain relevant information from

educational data in order to deeper comprehend students’ learning processes and provide

extra perspectives into education-related phenomena. The thesis described our work in this

domain.

We have presented the problems which concerned us and our original contributions so

far. Also, we outlined the directions we want to further continue our research in the EDM

domain.

The first direction we targeted was the use of unsupervised learning and statistical meth-

ods for the analysis of nowadays school students’ behaviour, to find which are their skills,

weaknesses, or influencing factors in their instructional process. We want to correlate these

results with the current situation from the educational system, to help instructors in adapting

their teaching at present.

The second direction presented is the use of learning models at academic level, for stu-

dents’ performance prediction and students’ performance analysis. The first concern was to

mine the academic data set in order to identify some tendencies while examining the stu-

dents’ performance. The second concern was to compare students’ performance in online and

traditional learning environments, because one of the great challenges in latter years was the

switch between traditional and online learning.

The third direction was to develop an ML-based framework for students’ performance

analysis, named IntelliDaM . This framework consists of components for feature analysis,

unsupervised and supervised learning-based mining, useful for enhancing the performance of

data mining tasks. Together with the first and the second directions, it will help education

providers in their decision-making processes, for facing successfully the present challenges

from education.

We consider these directions very important for the current situation in the educational

field and we are confident they will offer valuable answers for anyone interested in EDM.

Future work will extend our research through developing new ML models with the target

to uncover other meaningful patterns in our data sets. Another purpose is to enlarge our

methods for collecting data and so, to increase our resources with data from students in

different stages of learning. Also, we intend to consider more research instruments and to

cooperate with specialists from psychology, pedagogy, or sociology who could offer their

perspective in our research settings and interpretation.
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