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Introduction

The main research domain of this doctoral thesis is deep learning. The PhD thesis is entitled “An
extensive research into the performance of data analysis and model design in deep learning” and aims
to develop new ways to improve classification performance, both by employing smart data analysis
and by designing efficient models.

Deep learning is a type of Machine Learning that is renown for having complex model archi-
tectures and training method and using lots of data. Deep learning models can in theory mimic any
mathematical function and with the right training could correctly predict the class of a data instance.
Therefore that would result in making any sort of data analysis and feature engineering, traditionally
used for classical machine learning, obsolete. However it is a known fact that not all deep learning
models perform equally well and even though most of them could mimic any function, many times
their training does not reach it, but rather converges to a function corresponding to a local minimum.

This raises the question whether data analysis is still relevant in classification tasks, even though
it is paired with a powerful and complex deep learning model. It hints to the possibility that smart
feature engineering would smoothen the loss function plane of the model, making it easier for its
optimiser to find the global minimum, or even a better local one. There is also a case to be made
that not all data is equally relevant and some data sets are more difficult than others due to them
containing lots of irrelevant data. Since many times the data sets are generated either automatically
from all available data, or by a professional with no machine learning experience from an applied
field, research into data analysis could eventually lead to better data extraction.

The next consideration are given to the deep learning models themselves. Since data can origin
from various applied fields, that could lead to either some models being better at classification on
a particular data sets, but also some being superior overall. Therefore it is vital to understand the
reasoning behind choosing a model for a specific task. Factors of importance regarding deep learn-
ing models include its architecture and training methods, their relative relevance being part of the
research. The entirety of these factors will be called model design and referred to as such, throughout
the thesis.

The two complementary research directions dictate the main research objectives:

RO1 Analysing the relevance of data analysis and feature engineering in deep learning.

RO2 Determining the criteria for choosing a deep learning model for a particular classification task.

Since the research objectives are very general, answering them would require an extensive analysis
into various different domains of application.
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Introduction 8

Domains of application

We have chosen 3 domains of application: Computer Vision, Software Defect Prediction and Breast
Cancer Detection. The reasoning behind is twofold. First, while the application domains are very
different and shows that the research is extensive, the nature of the data itself is relatively similar,
leading to some models being applied to multiple domains and resulting in their generality. The
second reasoning is due to the importance of the domains and the significant consequences that arise
from correct predictions.

Computer Vision (CV) aims to cover a wide range of visual tasks in order to automate the pro-
cesses of decision making in domains such as autonomous driving, robotic process automation, prod-
uct quality control, or creating virtual environments for Virtual Reality/Augmented Reality. Recently,
all CV tasks are performed using Deep Learning (DL) models that consist of multiple types of layers
for processing input images at different resolutions. The most popular architecture in image process-
ing is the one of Deep Convolutional Neural Networks (DCNN) which has the convolution as core
concept. The aim of such networks is to encode pictures’ spatial information with the help of convo-
lutions while decreasing the resolution of images in order to grasp more of the scene context. Such
convolutions are intensely researched in order to maximise the amount of information extracted and
minimise the computational cost of network training.

Software Defects Prediction represents an essential activity during software development, as it
contributes to continuously improving software quality. By detecting defect-prone instances in soft-
ware systems, software defect prediction contributes to improving software development. Software
Defects Prediction (SDP) also identifies defects in new versions of those systems, therefore also be-
ing considered an essential activity during software maintenance and evolution. SDP is considered
of great importance in software engineering, as it contributes to continuously improving the software
quality. Developing high quality software systems is expensive and, therefore, SDP is used for in-
creasing the cost effectiveness of quality assurance and testing. By detecting fault-prone modules,
SDP helps to allocate the effort so as to test more thoroughly those modules.

As stated by the World Health Organisation, breast cancer (BC) is the most frequent form of can-
cer among women, being responsible for 15% of all cancer-related deaths in this group. The major
goal of a Machine Learning (ML) model is to assist physicians by detecting hidden patterns of the
disease in the data it was trained on. This assistance could make the work of experts more efficient,
without loss of accuracy. The major challenges in BC detection are to maximize the true positive
detection (i.e. to maximize the sensitivity the classifier), but in the meanwhile to minimize the false
positive detection (or, equivalently to maximize the specificity - true negative rate - of the BC clas-
sifier). A false positive represents an abnormality discovered by the ML classifier, but which is not
cancer. Minimizing the false positive rate may lead to reducing patients traumas (panic, unneces-
sary interventions or treatments) as well as decreasing the cost of treatments (e.g. unnecessary extra
mammograms or tests). Therefore, Machine Learning models start to be used more often in order to
help medical experts with the identification of early forms of breast cancer. With the development of
computational power, Deep Learning models start to replace classical Machine Learning ones.
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Original Contributions

Our original contributions can be organised into 2 types. The first is data related, feature selection and
engineering that leads to an increase in performance. Second is model related, comparisons between
different model designs on a particular data set. The contributions are split among the 3 main domains
of application:

1. Comptuter vision is a domain that takes input images and uses deep learning models, especially
Convolutional Neural Networks (CNNs), to perform a variety of tasks, including classification,
the focus of study. In the own original papers [Tom20] and [CTC21], there are presented 2 ex-
periments on images including depth data. The first one includes building a system that would
eventually determine the mass of a food item, by determining the class and volume separately.
The second experiment analyses the performance improvement resultant from adding depth
data to classification. Therefore, the original contributions are:

(a) The data type of focus in the computer vision research is depth data. Depth data can be
extracted together with the original RGB image, using various methods, ranging from
stereo to infrared sensors. It was chosen for its versatility and analyze the various uses
of depth maps, both as extra features that can improve the performance in a classification
task, as well as standalone means of volume reconstruction. The results show that simply
adding depth data to an image and passing it through a classifier could greatly improve
the performance, while further feature extraction and combination could improve it even
more. Even when not used for Machine Learning, depth data can be used for volume
reconstruction and estimation, with results close to the real values, a complementary task
to classification.

(b) On the model side, two classifiers with different architectures were used. One is a state
of the art Deep Learning classifier, suitable for large data sets with many classes, while
the second belongs to the classical Machine Learning. The first classifier was chosen
in order maximize the performance on a difficult task, while the second was sufficient
for binary classification, while also helping to emphasize the performance brought by
the depth maps. The deep learning model, while complex, is designed to be lightweight
enough to be compatible to live applications. It is a state of the art model, both in terms of
architecture (Efficient [TL19]) and training method (Fastai [H+18]). The second model is
a multi-layer perceptron, a standard ML model whose implementation available in scikit-
learn [Sci21] serves to emphasise the reproducibility of the depth map experiments.

2. Software defect prediction is used to determine whether software entities are defective or not.
In the own original paper, [MVIC22] various models and data features are researched, while in
the other paper [MCT20a] a new set of features are introduced and their performance analysed.
Therefore, the original contributions can be regarded as:

(a) On the data side, an in-depth analysis on the software features’ impact on the perfor-
mance of deep learning-based software defect predictors has been conducted. There is
also an extension of a large-scale feature set proposed in the literature for detecting defect-
proneness, by adding conceptual software features that capture the semantics of the source
code, including comments. The conceptual features are automatically engineered using
Doc2Vec and LSI, artificial neural network based prediction models. The research even
goes one step further in feature engineering and designing an own set of metrics, called
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COMET. This set is designed to be relevant in helping identify defective instances and is
compared to the standard metric set used in the literature, the Promise metrics [SM15],
resulting in an improvement in performance.

(b) On the model side, a broad evaluation is performed on the Calcite software system high-
lights a statistically significant improvement obtained by applying deep learning-based
classifiers for detecting software defects when using conceptual features extracted from
the source code for characterizing the software entities. Furthermore, a series of experi-
ments are designed to evaluate the performance of the newly introduced COMET metrics
on 7 data sets. These include a correlation-based analysis, unsupervised learning repre-
sentation and supervised learning binary classification.

3. Breast cancer detection, due the nature of its data, is an imbalanced classification task. The data
analysis part includes dimensionality reduction using unsupervised learning, while the model
design part introduces a new autoencoder based binary classifier.

(a) Since the breast cancer data sets are highly imbalanced, the data analysis part focuses on
how that could potentially affect performance. Therefore comes the proposal of three un-
supervised learning (UL) models for finding patterns in the data. t-Distributed Stochastic
Neighbor Embedding (t-SNE), AEs and self-organizing maps (SOMs) were used as non-
linear dimensionality reduction techniques and for further unsupervised classification (i.e
clustering). Experiments were performed on three BC data sets (two publicly available
from the UCI repository [WSMa] and one representing SERS data previously used in the
literature [CMM+15]).

(b) As part of the model design, there is an introduction of a binary classifier based on au-
toencoders. Since autoencoders are trained to recognise and reproduce a particular set of
instances, they can be used on all those of a particular class. Therefore, the first model
version would contain an autoencoder capable of recognising one class, but not the other,
resulting in a binary classifier. However, it is possible to train two autoencoders, one on
each class and at inference time they would both give a loss function value, based on how
well each recognised the instance. The decision would then be the class of the autoen-
coder with the smaller loss. It is possible to go even further and consider the pairs of
losses from the two autoencoders as 2D points in a plane and the decision boundary to be
determined by another classifier, in this case a Support Vector Machine (SVM) [PS20a].
Then, the system consisting of two autoencoders would act as a feature extractor from
data, effectively belonging to the first, data related, type of original contributions.
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Thesis Structure

The rest of the thesis is structured as follows. Chapter 1 gives a background on the models used and
the importance of the problems. Since some models were employed in multiple experiments, their
overall description has been centralised in Section 1.1. Section ?? gives a detailed explanation of each
approached problem from the applied fields, as well as the related work from the literature.

Chapter 2 gives all the experiments, results and discussion from the research into Computer Vi-
sion. Section 2.1 gives insight into an application designed to determine the mass of a food item, by
determining its volume and food class, while Section 2.2 researches the relevance of depth maps in
improving indoor-outdoor classification.

Chapter 3 shows the contributions in the applied field of Software Defect Prediction. Various
features and models have been analysed in Section 3.1, while section 3.2 introduces a new set of
features called COMET.

Chapter 4 is related to Breast Cancer Detection. It starts by presenting in Section ?? the data
sets used in all the experiments. In Section 4.1 various models are used for Breast Cancer Detection,
while Section 4.2 introduces a new approach in using autoencoders for binary classification.

The thesis ends with a Conclusions Chapter and a list of References.



Chapter 1

Background

In this chapter we are giving context to the approached problems from our thesis. Most of our original
contributions are supervised and unsupervised learning-based approaches, with some models being
applied across various fields. Therefore, we are giving an overview of the Machine Learning mod-
els in Section 1.1. This chapter of the thesis also presents the description and importance of the
approached problems, as well as a literature review describing similar related work.

1.1 Machine Learning models used

In this section we are presenting the models that were used in our study. The main roles they are
required to fulfil are: qualitative analysis, feature extraction and data classification. A successful
qualitative analysis should match the numerical results of classification, while extracting feature and
feeding them into a classifier should improve its overall metrics. While some models excel only at
one role, there are some which can be used in multiple situations, with considerable success. More
details on their applications can be found in Chapter 2.

1.1.1 Unsupervised learning

t-SNE [vdMH08] is a nonlinear dimensionality reduction technique that aims at maximizing the sim-
ilarity between the probability distribution in the original input space and the probability distribution
in the low-dimensional space. The distances between two data points are converted into conditional
probabilities and Kullback-Leibler divergence is used to express the similarity of two probability dis-
tributions. Through a hyperparameter called perplexity, t-SNE preserves the local structure of the
data, while also maintaining its global structure.

Self-organising maps (SOMs) are unsupervised learning models widely used in the ML literature
for data visualisation and nonlinear dimensionality reduction, as well as for clustering. The SOM
[Koh13] model is connected to the competitive learning paradigm. The so called map is usually a 2D
lattice of neurons obtained by a non-liner mapping of the high dimensional input instances in a 2D
space. A main characteristic of the SOM mapping is that of preserving the topological properties of
the input space, thus instances which are similar in the high-dimensional input space are mapped on
neurons that are close to each other [KOS09]. Due to this property, a trained SOM provides clusters
of similar input instances.

12
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1.1.2 Autoencoders

An autoencoder (AE) [GBC16] is a self-supervised feed forward neural network which aims to learn
the identity function, more specifically to recreate the input. There are two main components of an
AE: (1) the encoder which maps the n-dimensional input space into an m-dimensional hidden space;
and (2) a decoder which learns to reconstruct the original input space from the hidden space. If the
dimensionality of the hidden space is less than the dimensionality of the input space, the encoder
may be used for unsupervised dimensionality reduction, i.e the hidden state express a meaningful low
dimensional representation of the input data.

1.1.3 Convolutional Neural Networks

The Convolutional Neural Networks are a specialized type of Neural Networks that gets its name from
using a layer called convolutional layer. Their main application is on two and three dimensional image
data, although they have have also been successfully used on different types of data, like tabular.
CNNs are long chains of convolutional layers, that are usually accompanied by activation functions
for non-linearity and Batch Normalization layers for smoother training. They are trained using back
propagation. To solve the problem of the vanishing gradient, modern CNN architecture contain skip
connections and to avoid overfitting, drop connections are employed. If the task is classification, the
CNN ends with a fully-connected layer and a softmax activation function.

1.1.4 Support Vector Machines

Support vector machines (SVMs) are supervised learning methods used for both classification and
regression [PS20b]. Given a set of high dimensional real valued vectors (data points in Rd, an SVM
constructs an optimal separating hyperplane or set of hyperplanes in a high dimensional space, a good
separation being achieved by the hyperplane(s) with the maximal functional margin (i.e. having the
largest distance to the closest training data points of any class). Due to the large margin, SVMs are
known as large margin classifiers. The intuition is that by maximizing the margin of the classifier,
the risk of uncertain classification decisions (i.e. data points near the decision boundary) will be
minimized.

The SVM optimisation problem can be formulated as finding an optimal separating hyperplane
(i.e. leaving the largest possible fraction of points of the same class on the same side of the hyperplane
and maximizing the distance of each class from the hyperplane) and minimizing the probability of
misclassifying the training instances and the unseen test instances. SVMs are known to implement
automatic complexity control for avoiding overfitting and due to the large margins they are simple
classifiers, even if they have a lot of hyperparameters.

1.1.5 Multi-Layer Perceptron

The Multi-Layer Perceptron (MLP) [AC20] is a type of Artificial Neural Network, that is formed
of multiple fully connected layers. It contains an input layer, output layer and at least one hidden
layer, which contain nodes that are all connected with each other. The network contains weights at
each node, that can be trained using back-propagation with the chain rule and then make prediction
at inference time. The training is done using an optimiser like Stochastic Gradient Descent (SGD) or
Adam, until convergence is reached. Activation functions are usually introduced to add non-linearity
to the system, which in theory could then simulate any function. Choosing the appropriate size, based
on the difficulty of the data set, helps avoid undesirable situations like over-fitting and under-fitting.
MLP can be used on multiple types of data.



Chapter 2

Deep learning models in Computer
Vision

The two main research directions of our thesis are: (1) analysing how the nature of the data impacts
performance in classification and (2) how to design optimal models for specific tasks on a particular
data set. Since this is an extensive analysis and the results should generalize, we are researching
various domains of application very different from one another. One of these domains is Computer
Vision, which is presented in this chapter.

Computer Vision (CV) aims to cover a wide range of visual tasks in order to automate the pro-
cesses of decision making in domains such as autonomous driving, robotic process automation, prod-
uct quality control, or creating virtual environments for Virtual Reality/Augmented Reality. Recently,
all CV tasks are performed using Deep Learning (DL) models that consist of multiple types of layers
for processing input images at different resolutions. The most popular architecture in image process-
ing is the one of Deep Convolutional Neural Networks (DCNN) which has the convolution as core
concept. The aim of such networks is to encode pictures’ spatial information with the help of convo-
lutions while decreasing the resolution of images in order to grasp more of the scene context. Such
convolutions are intensely researched in order to maximise the amount of information extracted and
minimise the computational cost of network training.

Therefore, on the model side, we are studying various CNN architectures and training methods,
while on the data side, we are focusing our research on the utility of depth data in the context of Deep
Learning applied to Computer Vision. Our original contributions can be summarized as:

1. Two classifiers with different architectures were used. One is a state of the art Deep Learning
classifier, suitable for large data sets with many classes, while the second belongs to the clas-
sical Machine Learning. The first classifier was chosen in order maximize the performance on
a difficult task, while the second was sufficient for binary classification, while also helping to
emphasize the performance brought by the depth maps.

2. We analyze the various uses of depth maps, both as extra features that can improve the per-
formance in a classification task, as well as standalone means of volume reconstruction. Our
results show that simply adding depth data to an image and passing it through a classifier could
greatly improve the performance, while further feature extraction and combination could im-
prove it even more. Even when not used for Machine Learning, depth data can be used for
volume reconstruction and estimation, with results close to the real values, therefore making a
case for its versatility.

The remainder of the chapter is organized as follows:
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Section 2.1 as a whole is based on our original paper [Tom20] and introduces a system that would
use vision data to eventually determine the mass of a food item. The system needs to be lightweight,
yet performant, in order to be applied to a mobile device. Section 2.2 represents another original
paper [CTC21], which researches the utility of depth data in improving classification on indoor-
outdoor images.

2.1 FoRConvD: An approch for food recognition on mobile devices
using convolutional neural networks and depth maps

Proper nutrition is fundamental for a healthy lifestyle, especially in our modern world where many
diseases could be avoided with the right diet. We have introduced [Tom20] an approach FoRConvD

(Food Recognition using Convolutional neural networks and depth maps) for detecting types of food
and their mass on mobile devices, by using only the phone camera. Our approach consists of two main
components: food type detection and volume estimation. The detection of the food type is done with
EfficientNet, a state-of-the-art convolutional neural network model suitable for mobile platforms,
trained on a data set of over 80000 images and 382 classes. As far as it is known, this is the first time
EfficientNet was used on a large food data set with many classes.

The method used to estimate the volume is called depth map fusion and involves taking different
images from various angles, along with their depth maps and computing a 3D model of the object. It
is split into four tasks: model reconstruction, point cloud fusion, point cloud to voxel grid and volume
calculation. The method introduced in this paper converts depth maps to point cloud directly and uses
a point cloud merging technique called Iterative Closest Point (ICP) [CM92] [BM92] to get the fused
model. The point cloud is then given volume by converting it into a voxel grid and that volume is
then determined using summation of finite surface elements and multiplying them by their respective
height.

A challenge in our approach was making the ICP more robust against translation and rotation
errors in the expected environment: an object on a planar surface. This was achieved by splitting the
point clouds into object and plane and performing multiple ICP iterations in a specific way. Also,
in order to best determine the volume, the model has undergone various transformations including a
noise removal. Another factor that needed to be optimized is the size of the unit volume. If it is too
small, the point cloud is not dense enough, leaving holes, while if it is too large, unwanted corners of
the unit cubes add redundant volume.

The reliability and accuracy of the method proposed for food volume estimation is empirically
proven by the experimental results, resulting in a slight volume overestimation of 0% -10%, depend-
ing on the shape of the object.

2.2 Enhancing the performance of image classification through features
automatically learned from depth-maps

In our original paper [CTC21] we approached a problem from Computer Vision, that of classifying
indoor and outdoor images using machine learning and deep learning models. To do so, we have per-
formed an unsupervised learning based analysis with the aim of determining the relevance of depth
maps in the context of classification. For further tests to decide on the granularity of information
extraction means, features were aggregated from sub-images of different sizes from DIODE data set
to compare multiple scales of region attention. Four feature sets were proposed and comparatively
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analysed in the context of indoor-outdoor image classification. To empirically confirm the advan-
tage of using features automatically learned from depth maps, the features were fed into a supervised
classification model. The performance of the classification using the proposed feature sets is then
compared with the results of existing related work, highlighting the clear advantage of using fea-
tures encoding depth information. Overall accuracy improvements consist of 18.8% for the machine
learning approach and 1.1% for the deep learning one when depth information was added to the data.



Chapter 3

Deep learning models for software defect
prediction

Software Defects Prediction represents an essential activity during software development, as it con-
tributes to continuously improving software quality. By detecting defect-prone modules in new ver-
sions of a software system, software defect prediction contributes to improving software maintenance
and evolution.

Software Defects Prediction (SDP) consists in identifying defective software components, being
considered an essential activity during software development. It represents the activity of identifying
defective software modules in new versions of a software system [hCMZ11]. SDP is considered of
great importance in software engineering, as it contributes to continuously improving the software
quality. Developing high quality software systems is expensive and, therefore, SDP is used for in-
creasing the cost effectiveness of quality assurance and testing [CMC14]. By detecting fault-prone
modules in new versions of a software system, SDP helps to allocate the effort so as to test more
thoroughly those modules [hCMZ11].

SDP assists measuring project evolution, supports process management [CZ01], predicts software
reliability [Zhe09], guides testing and code review [hCMZ11]. All these activities allow to signifi-
cantly reduce the costs involved in developing and maintaining software products [HM18]. Moreover,
particularly in the case of safety-critical systems, SDP helps in detecting software anomalies with
possible negative effects on human lives.

As the software systems complexity increases, the number of software defects generated dur-
ing the software development will also significantly increase. This growing complexity of software
projects requires an increasing attention to their analysis and testing. Numerous researches from the
SDP literature are based on mining historical and code information during the software development
process and then building a prediction model (statistical, machine learning-based or other) to predict
software defects [ZZYW20].

There are two main types of software defect predictors in the SDP literature: within-project and
cross-project defect predictors. For the within-project defect prediction, some defect data from a
software project is used as training set, to build the prediction model, while the remaining data is used
to test the performance of the model [ZZYW20]. On the other hand, the cross-project defect predictor
allows predicting defects in a target software system based on historical data from other systems.
Therefore, they are more general and allow predicting defects in projects with limited historical data.
The cross-project SDP models are created based on data extracted from a set of software systems, but
applied and tested on different software systems.

In our original paper [MVIC22], we have conducted an in-depth analysis on the software features’
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impact on the performance of deep learning-based software defect predictors. We further extend a
large-scale feature set proposed in the literature for detecting defect-proneness, by adding conceptual
software features that capture the semantics of the source code, including comments. The conceptual
features are automatically engineered using Doc2Vec and LSI, artificial neural network based predic-
tion models. A broad evaluation performed on the Calcite software system highlights a statistically
significant improvement obtained by applying deep learning-based classifiers for detecting software
defects when using conceptual features extracted from the source code for characterizing the software
entities.

In our second original paper regarding software defect prediction [MCT20a], we go one step
further in feature engineering and design our own set of metrics. They are also based on conceptual
coupling, the semantic relationship between entities at the source code level. Features are extracted
from entities using Doc2Vec and LSI and aggregation is performed on them, resulting in specific
measures (maximum, mean and standard deviation) that are used the form a new set of metrics called
COMET. This set is designed to be relevant in helping identify defective instances and is compared to
the standard metric set used in the literature, the Promise metrics [SM15], in a series of experiments:
(1) correlation-based analysis, (2) unsupervised learning representation and (3) supervised learning
based classification.

As mentioned in the previous chapters, the main goal of our thesis is to identify the relevance
of feature engineering, as well as model design, in the context of machine learning in general and
more specifically deep learning. Section 3.1 focuses more on the model side, comparing different
DL and classical ML models, with DL architectures trained using complex methods emerging supe-
rior. However, it also contains a significant portion of feature engineering, which is used to improve
model performance. In contrast, Section 3.2 analyses more the feature side, by introducing a new
set of features, which is thoroughly tested and compared to the literature, resulting in an improved
performance over the current standard.

The results from this chapter show that both feature engineering and model design are important
for achieving high performance in the domain of software defect prediction.

3.1 An in-depth analysis of the software features’ impact on the perfor-
mance of deep learning-based software defect predictors

Despite its importance and extensive applicability, SDP remains a difficult problem, especially in
large-scale complex systems, and a very active research area [HBB+11]. The conditions for a soft-
ware module to have defects are hard to identify and, therefore, the defect prediction problem is
computationally difficult. From a supervised learning viewpoint, predicting defects is a difficult task
as the training data used for building the defect predictors is highly imbalanced. The faulty modules
in a software system are greatly outnumbered by the error-free modules. Thus, conventional learn-
ing algorithms are often biased towards the non-defective class. Another important issue in SDP is
related to the features used for characterizing software entities (an entity may be a component, class,
module depending on the targeted level of granularity). As, generally, in machine learning (ML),
the classical approach is to use manually engineered features, traditional software metrics are usually
used in SDP as features characterizing the given software entities. Literature reviews in SDP revealed
that about 87% [Mal15] of the case studies used procedural or object-oriented metrics, while more
than 95% [HTG19] of studies for cross-project defect prediction relied on software metrics. A third
issue is that, while defects can be of various types (e.g. numeric errors, complexity issues, pointer
issues, etc.) and it is very likely that each defect type has its own properties, existing SDP approaches
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consider all defect types together and try to come up with a universal defect prediction model.
The two prevalent research directions in the SDP literature are: proposing software features rel-

evant to the discrimination between defective and non-defective software entities and building or
recommending high-performing defects prediction models.

When it comes to large amounts of data, deep learning models are some of the best at making
accurate predictions, regardless of the origin of that data. As long as there is correlation between the
input information and the output, the models will discover it. In order to use deep learning, the input
software features are written in tabular form, a data form that has been extensively researched and for
which many models are available [B+21].

In the original paper [MVIC22], we followed both above-mentioned directions. Our work origi-
nated from three research questions:

RQ1 Could the performance of predicting software defects be enhanced by enlarging the software
features proposed for SDP with conceptual features extracted from the source code? Which
is the most appropriate feature set to distinguish between defective and non-defective software
entities and to what extent is the performance improvement significant from a statistical per-
spective?

RQ2 Could the relevance of the conceptual-based software features be empirically sustained by both
unsupervised and supervised analyses conducted on a large scale software system?

RQ3 Does deep learning-based defect prediction bring a statistically significant improvement when
compared to traditional supervised classifiers?

With these research questions in mind, we have performed an in-depth analysis of the software
features’ impact on the performance of software defect predictors. We have extended the large col-
lection of SDP features proposed by Herbond et al. [HTTL22] with Doc2Vec-based conceptual soft-
ware features that capture the semantics of the source code (including comments). An extensive
study conducted on different versions of the Calcite data set highlight, through both unsupervised
and supervised learning-based analyses, that the conceptual features bring a statistically significant
improvement on the performance of SDP. As a second line of research, we have extensively examined
the effect of the feature set identified as the most relevant on the performance of various defect pre-
dictors. To the best of our knowledge, a study similar to ours has not been proposed in the literature,
so far.

3.2 COMET: A new set of metrics for software defect prediction using
conceptual coupling

The area of Software Defect Prediction research is vast, due to the complex and difficult nature of its
task. While there are many possible research directions that could lead to a better identification of de-
fects in software systems, 2 of the main ones, as we have seen in the previous section, are identifying
relevant metrics that are correlated to the presence of defects and creating classification models that
would extract significant information from those metrics. In this section we are considering mostly
the first direction, by focusing our research on how conceptual coupling could help extract superior
metrics from the source code and it is based on our original paper [MCT20b].

Conceptual coupling refers to the relationships between software entities at the semantic level
(classes, methods) and its relevance in the context of SDP has been described in the literature [WLT16,
MC19]. Therefore a new set of metrics based on conceptual coupling is introduced in this chapter,
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which is called COMET. In order to validate the relevance of the COMET metrics for SDP, multiple
experiments were conducted including a correlation based analysis, unsupervised learning modeling
and supervised binary classification. A direct comparison was done to the standard Promise metrics
(available here [dat]), that are widely used in the literature. The results show a better performance of
the COMET metrics over the Promise ones, marking them as more relevant in the context of SDP.

Our research directions could be summarised in 2 distinct questions, each with its afferent sub-
section that would focus on answering it. These are:

RQ1 How can conceptual coupling be used to generate a suite of metrics, that could be able to predict
whether software systems contain any bugs? Regarding this, a new set of 36 metrics in defined,
called COMET.

RQ2 What is the performance of this COMET metric set and how does it relate to others from
literature? To determine this, multiple experiments are conducted, including a correlation based
analysis, as well as supervised and unsupervised learning approaches.



Chapter 4

Deep learning models for breast cancer
detection

The third domain of application is medicine, more specifically breast cancer detection, where the
task at hand is to successfully predict the presence of malign tumors in patients. The nature of the
data sets containing patient information coupled with the relatively rare occurrence of cancer in the
general population results in an imbalanced supervised classification. As an application domain we
consider breast cancer detection, because it is a classification problem of great interest in the medical
domain. According to the World Health Organisation, breast cancer represents the primary cause of
cancer mortality in women.

Within the supervised learning domain, imbalanced classification represents a challenge for su-
pervised learning, as an unequal distribution of classes in the training data set is mainly connected to
poor predictive performance for the minority class. However, usually the minority class is the most
relevant one, from a practical perspective. But due to the imbalancement of the training data, the
classification errors for the minority class are higher, as the classifiers are usually biased to predict
the majority class.

In the broader context of our thesis, which aims both to research how the nature of the data
affects the classification performance, as well as design models with improved performance, it can be
observed that this chapter focuses more on model design.

Our original contribution in this chapter is twofold. First, we are using machine learning mod-
els in their traditional role, with improved performance, for example t-SNE for qualitative analysis.
Second, we apply some models to different tasks successfully. Autoencoders are mainly used for
feature extraction, but we also managed to employ them in binary classification, with performance
comparable and sometimes better than other classifiers.

Regarding the data analysis part, we compare various breast cancer data sets and observe that the
performance greatly depends on the nature of the data, with some data sets being more difficult than
others.

This chapter introduces our contributions in the field of BC detection. Section 4.1 introduces
three unsupervised learning models (t-Distributed Stochastic Neighbor Embedding, autoencoders
and self-organizing maps) analysed in our original work [NtaCT20] with the aim of unsupervisedly
detecting the classes of benign and malignant instances. Section 4.2 investigates the ability of deep
autoencoders to learn patterns within the classes of benign and malignant instances proposes two
autoencoders-based classification models for breast cancer detection. The approach described in Sec-
tion 4.2 was introduced in our original work [TCNta21].
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4.1 A comparative study on using unsupervised learning based data
analysis techniques for breast cancer detection

As stated by the World Health Organisation, breast cancer is the most frequent form of cancer among
women, being responsible for 15% of all cancer-related deaths in this group. A lot of research has
been carried out, so far, in using various machine learning models for breast cancer prediction, rang-
ing from conventional classifiers to deep learning techniques. Three unsupervised learning models
(t-Distributed Stochastic Neighbor Embedding, autoencoders and self-organizing maps) were intro-
duced and comparatively analysed in our original work [NtaCT20] with the aim of unsupervisedly
detecting the classes of benign and malignant instances. Experiments performed on data sets pre-
viously used in the literature for breast cancer detection reveal a good performance of the proposed
unsupervised learning models. The best performance was obtained using autoencoders, which pro-
vided values higher than 0.935 for the area under the ROC curve evaluation measure.

The contribution of the section is twofold [NtaCT20]. First, we are proposing three unsupervised
learning (UL) models for unsupervised BC detection. t-Distributed Stochastic Neighbor Embedding
(t-SNE), AEs and self-organizing maps (SOMs) were used as nonlinear dimensionality reduction
techniques and for further unsupervised classification (i.e clustering). Experiments were performed
on three BC data sets (two publicly available from the UCI repository [WSMa] and one representing
SERS data previously used in the literature [CMM+15]). A second goal of our study was to compar-
atively examine the performance of the proposed UL models: t-SNE, AEs and SOMs were applied
for mapping the original space of input instances in a two dimensional space. The obtained experi-
mental results highlight a good correlation between the clusters unsupervisedly obtained in data (after
applying the previously mentioned UL models) and the ground truth partitions (i.e. the known sets
of benign and malignant instances). A slightly better performance was obtained using AEs, which
provided an Area under the ROC curve value higher than 0.935 on all data sets. Whilst similar UL
models were reported in the literature for analyzing the data from the UCI repository [WSMa], none
of them were applied for analyzing SER spectra acquired on blood serum in order to detect breast
cancer, as far as we know.

4.2 A study on using deep autoencoders for breast cancer classification

In this section we investigate the use of deep autoencoders (AEs) for improving the predictive per-
formance for imbalanced binary classification problems. AEs are usually used in the literature in an
unsupervised learning context to extract relevant features (e.g. from histopathology images) that are
further fed to classifiers in order to detect anomalies [FZM18, XXHW14, XXL+15]. From a super-
vised learning perspective, AEs are mostly used as anomaly detectors [CCT21, RDBV20] and less
often as binary classifiers, as in our proposal.

In our original paper [TCNta21] we investigated the ability of deep autoencoders to learn pat-
terns within the classes of benign and malignant instances. Secondly, we propose and compare two
autoencoders-based classification models for breast cancer detection.

The contribution of the section is threefold. First, we are investigating the ability of AEs to learn
patterns within the classes of benign and malignant instances. Secondly, we propose and compare
three AE-based classification models for BC detection, as follows. The first classifier proposed C1AE

is based on using autoencoders as one-class classifiers (an AE is trained on the set of benign instances
and at the classification stage the malignant instances are detected as anomalies with respect to the
class learned by the AE). The second classifier C2AE is based on the idea of training two autoencoders,
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one autoencoder for each class (benign and malignant) and then a new instance will be assigned to
the class represented by the “closest” AE (i.e. the AE which provides the minimum loss value for
the instance). Our third classifier C2AE−SVM enhances C2AE with an SVM model used for deciding
the decision boundary between the classes. Experiments will be conducted on three BC data sets
(two publicly available from the UCI repository [WSMb] and one representing SERS data previously
used in the literature [CMM+15]) with the goal of comparatively analyzing the performance of our
models. To the best of our knowledge, the models introduced in this section are new in the ML-based
BC detection literature.

To summarize, the study conducted in this section is organized around three research questions:

RQ1 Are AEs able to encode hidden relationships between instances (patients) belonging to the
same class (benign or malignant)? How to use an AE for encoding hidden patterns in benign
instances and for detecting malignant instances as being anomalies with respect to the trained
AE?

RQ2 How to use two AEs (i.e. one AE for each of the benign and malignant classes) to supervisedly
classify instances, based on the encoded relationships between the instances belonging to the
same class?

RQ3 How performant are the approaches introduced for answering RQ1 and RQ2 and how does the
approaches compare to similar existing work for BC detection?

We note that the binary classifier C2AE introduced in this section can be easily extended to a mul-
ticlass classifier, CnAE (e.g. for cancer staging or other multiclass classification problems). Assuming
that multiple classes are given, the classifier would have one autoencoder for each class with the goal
of recognizing the instances from that particular class. Afterwards, at the clasification stage, a new
instance will be assigned to the class whose AE provides the best reconstruction for the instance (i.e.
it minimizes the loss value for the instance).



Conclusions

The two main research directions of our PhD thesis were: (1) analysing the data in order to deter-
mine the extent of its importance in classification and (2) designing efficient models for improved
performance. The first direction can be described as data analysis and feature engineering, while the
second is entitled model design. The domains of application are Computer Vision, Software Defect
Prediction and Breast Cancer Detection.

In Computer Vision, we focused our research on depth data. Since it can be extracted together
with the RGB image, but it is not automatically done so, demonstrating its importance could lead to a
shift in general vision data collection. Our research discovered that depth data is versatile. First, it can
be used to improve classification performance, therefore answering our first research question. Simply
adding depth data to RGB features has been shown to increase the accuracy from 0.69% to 0.88%,
while using powerful deep learning semantic segmentation models would increase the performance
even further.

Second, even if depth data is not used directly for classification, it can be used for a complemen-
tary task. In order to calculate the mass of a food item, the volume and density are required. Depth
maps are employed for volume estimation and the density is standard for a food item, as long as its
class can be determined from classification. With the volume calculation method, the results were
within 10% of the actual values, very accurate for the required task. Therefore, the versatile useful-
ness of the depth data makes a strong case for its general extraction along RGB data in computer
vision.

On the model side, while it is known that computer vision uses convolutional neural networks
for classification, our research suggests that a model containing an EfficientNet architecture, trained
using the Fastai fit one cycle method would be both lightweight and performant, therefore suitable
for mobile applications. Sometimes however, the task is not to obtain state-of-the art performance
on images directly, but rather have a model that is to help evidentiate the main original contribution:
a new set of features. One such model should be readily-available and easy to implement, making
the experiments reproductible. The Multi-Layer Perceptron was the choice to perform such a task, a
standard ML model implemented in scikit-learn, that obtains good results when paired with intelligent
feature engineering.

The Software Defect Prediction data is generated based on conceptual coupling, which represents
the relationship between software entities at the source code level. There are multiple ways to extract
information form the same code, but they are not equally relevant. On the calcite data sources, our
experiments revealed a better performance of a set containing 60 Doc2Vec and LSI features than of
one containing over 4000 features. The lower feature number would also mean a faster inference,
which is relevant to live applications. Therefore it is proven that feature engineering is extremely
relevant, even when the model used is a powerful deep learning one.

We even go one step further and design our own set of features called COMET, based on concep-
tual coupling and using Doc2Vec and LSI for extraction. The newly introduced set was thoroughly
analysed and compared to the standard literature Promise set in various tests: correlation based analy-
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sis, unsupervised learning representation and supervised learning binary classification. The COMET
metrics outperformed the Promise ones, proving their relevance in the context of software defect
prediction.

Multiple models were employed in our SDP experiments, both unsupervised and supervised, but
one whose performance stands out is a deep learning classifier with an Artificial Neural Network
architecture, trained using the Fastai fit one cycle method. It can be observed that Fastai trained
models outperform other models, even those with the same architecture but different implementations.
Furthermore, it appears that the fit one cycle method can be applied regardless of architecture and data
type, from vision image data to vectorial tabular data, resulting in high performance.

For both Software Defect Prediction and Breast Cancer Detection, we encounter imbalanced data
sets, due to the nature of the data generated from those domains of application. To quantify exactly
much harder the tasks become under such conditions, we introduce a measure called difficulty, which
relates to whether instances and especially positive ones, have a nearest neighbour from the same
class. For our SDP experiments we also compare our results to a random guessing classifier, which
for a balanced data set would have a 50% chance of correctly predicting a class. However, for the
positive class (given by the precision metric), that chance can drop to as low as 3.3% in some cases,
making the task of the models much more difficult.

The models employed for Breast Cancer Detection are generally the same as for the other domains
of application (for example unsupervised learning analysis using t-SNE). However, we introduce a
new autoencoder based binary classifier as our main original contribution from that domain of appli-
cation. Autoencoders are used to reconstruct the original input and are trained on one particular class.
The first classification based method proposed is having one autoencoder trained on the majority class
and used for testing both type of instances. The ones from the class it was trained on would have a
small loss function, while the others would have a higher one resulting in a differentiation between
them.

The second model would consist of two autoencoders, each trained on one class, making predic-
tions on all instances, the decision resulting from the smaller loss. Furthermore, the losses could be
regarded as 2D points in a plane, the decision boundary then dictated by another classifier, resulting
in the autoencoder based model essentially becoming a feature extractor. Model design would lead to
feature engineering, both our research directions combined.

The conclusion that both data analysis and model design are important can be drawn from the
extensive analysis in various distinct applied fields.

Regarding the first objective, RO1, based on data analysis, the main findings are: (1) Depth data
is useful and versatile and should be extracted along other vision data and (2) Feature engineering is
still very relevant even in the context of deep learning.

By pursuing the second objective, RO2, we can conclude that: (1) The fastai [H+18] training
method is consistently effective across various types of data and (2) Autoencoders can be successfully
used both for feature extraction and binary classification.
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