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2

Introduction

2.1 The motivation of the research

Nowadays, the experimental data available to researchers and scientists is growing

exponentially. The decrease of cost for sequencing data from biology and medicine pro-

vides a huge opportunity for data analysis, modelling, and simulation. Bioinformatics,

systems, biology and biomodel engineering are considered promising disciplines aimed

to study and understand biological systems. Natural sciences, like physics or chem-

istry, as well as engineering, use mathematical and computational modeling to better

understand and analyze existing real-world systems, by creating more and more com-

plex models and by using simulations in order to reproduce their dynamical behavior.

However, most systems are so complex that all existing hypotheses can only partially

explain their behavior. Therefore, a natural question to ask is: how much information

about a system is needed in order to formulate a mathematical model that fully explains

it?

The motivation of this thesis has come from an increasing need of developing bet-

ter models for complex, large-scale systems, with the goal of gaining new insights into

the behavior of those systems. Developing new methods for studying the interactions

that occur within complex networks has a high impact on many disciplines, from so-

cial sciences to biological sciences. This work, however, focuses mostly on bio-entity

interactions in biomedical networks. The challenges include the development of general-

purpose frameworks that can be applied to many different types of biological networks,

and practical tools that can provide new insights into the behavior of these networks

7



2.2 The objectives of the research

under various conditions (such as mutations, for example).

2.2 The objectives of the research

The main objectives of my thesis deal with two bioinformatics problems.

The first area the thesis refers to is multi-relational networks (most of the biological

networks are multi-relational). The second aspect envisages multidimensional time series

clustering (as many of the biological data sets and experiments collect information over

time).

The scope of this work concentrates around two problems and the tasks envisaged

are the development and analysis of multi-relational network models, multidimensional

time series clustering and pointing out some general directions for extending the models

developed in this thesis that may yield additional insight. This thesis has presented two

main ideas which are used herein for addressing biological problems. However, they are

not specifically constructed for biology or medicine and can be applied to other fields as

well.

The first subject deals with multi-relational networks (networks with multiple links

of different types between two nodes). It addresses three aspects of these networks:

• Comparison of multi-relational networks,

• Finding graphlets and motifs in multi-relational networks, and

• Detecting communities in multi-relational networks.

The challenges include dealing with NP-complete problems (such as network isomor-

phism), finding efficient algorithms for graphlets and motifs and finding the right way to

represent networks and their interactions (we have multiple networks, some of the link

types might be missing in one or more of the networks, etc).

The second objective is to approach multidimensional time series types of data and

to perform clustering for these entities. Most of the biological data are organized as

time series. Many times, biological experiments are performed in parallel conditions or

situations, or in different media. However, the final biological goal is to identify entities

(genes, proteins, enzymes, etc) which work in a similar way in the same organism (or

related organisms or strains) under different conditions. This involves looking at multiple

8



2.3 The thesis contributions

time series which characterize an entity and clustering these entities based on these time

series. The problem is interesting and it is useful to approach it in a different way (rather

than aggregating all the time series in a single one).

An additional objective was to provide tool support for all research problems ad-

dressed in this thesis.

2.3 The thesis contributions

The contributions of this thesis can be grouped into two categories: theoretical /

conceptual, and applicative / practical. In the first category we mention the MultiNet-

Com algorithm (described in Chapter 7), designed for detecting communities in multi-

relational networks.

Also, some improvements of multi-dimensional time series clustering algorithms were

presented in Chapter 4.

The second category of contributions is composed of four software tools operation on

multirelational networks: (a) a network comparison tool, NCTool, (b) MultiMot tool,

for finding motifs, (c) MultiNetCom tool for detecting communities, and (d) MDTSC

tool, for multi-dimensional time series clustering.

NCTool takes as input two or more networks and applies some basic operations

such as union, intersection, common sub-graphs, degree distribution. Such tools are

designed for gene-gene interaction networks and protein-protein interaction networks

but are easily extensible and adaptable. The user has the option of selecting one, two,

more or all types of existing links and performing operations for the selected types of

links.

MultiMot tool has to deal with motifs of a given size (sizes of 3, 4 and 5 nodes are

implemented), being able to find custom design motifs (a set of such motifs at a time)

and also to operate on both directed and undirected graphs.

The MultiNetCom tool implements an extension of Fruchterman’s algorithm, pro-

posed by us (originally designed for single-relational networks) for dealing with commu-

nity detection problem in multi-relational networks.

MDTSC tool was designed and implemented to be able to cluster entities consisting

of multiple time series. The tool is designed to have an easy to use interface.

9



2.3 The thesis contributions

Taking into account application areas, the thesis tackles computational tools which

are mostly used to solve problems in biology and medicine, but are general enough to

be applied to other similar areas as well.

Having in mind the main areas employed, we can group the contributions in two

domains: networks (or graphs) and clustering. We look at specific aspects of these topics

as multi-relational networks, which allow multiple edges of different types between two

nodes. We also tackle the concept of clustering multidimensional time series, which are

entities composed of multiple time series.

The main contributions of my thesis can be outlined as follows:

• Definitions of the main concepts related to multi-relational networks and extension

of single-relational network attributes to multi-relational ones.

• Development, implementation and testing of algorithms for comparing multi-relational

networks from biology (56).

• Development, implementation and testing of algorithms for motifs and graphlets

detection in multi-relational networks. This tool has two parts:

– motifs of a certain size (given by the number of nodes) can be found using

a sampling algorithm (sizes of 3, 4 and 5 are currently implemented, but the

motifs are easily scalable to larger sizes), and

– custom-designed motifs can be found using a backtracking algorithm. Multi-

ple motifs can be searched at once.

• Development, implementation and testing of a new algorithm for detecting com-

munities in multi-relational networks (55).

10



3

Complex networks

Chapter summary: Complex systems are often analyzed as networks because of

their common topology. This chapter is meant to define the concept of network and its

attached notations in a more scientific approach, also discussing their classification and

representation. Basic notions about networks include: network definitions, classifica-

tions, structure and representation (as matrix, adjacency list and incidence list). Some

of the measurements used in networks are described (degree centrality, degree distri-

bution, clustering coefficient, centrality). Models of networks, such as Erdos-Renyi (2)

model, the Watts-Strogatz (40) model and Barabasi-Albert (2) model, required in the

following chapters are also mentioned and briefly described. The last section describes

some properties of local networks: networks motifs and graphlets.

3.1 Network definitions

A wide variety of natural and social systems can be described by networks with

complex topology. Usually represented as random graphs, it has been widely admitted

that their evolution and their topology in the real world are driven by strong rules and

principles (1). This subsection introduces basic concepts of the complex networks and

provides an overview of the main models covering small-world, scale-free and random

networks (40).

Because of their similarity with graphs, networks considered as being much larger

graphs are defined by the same data structures and relations:

11



3.1 Network definitions

• Let G = (V,E) be a representation of a graph, where V represent the set of nodes

(or vertices) and E represents the set of edges (or connections, links between the

nodes) (10).

• Let |V | be the number of vertices (cardinal of V ) in the graph. Let |E| be the

number of edges in the graph.

• Let Deg(v), v ∈ V , be the number of links (edges) connected to v.

• A path between the vertices s, t ∈ V is defined by an alternating sequence of

nodes and links, starting with s and ending with t. Each link connects its adjacent

vertices (10). The path length is determined by the sum of the weights of its links

according to the weight function (10).

Networks classifications are made by at least three criteria: application area, struc-

ture, and their model:

1. Their applicability in complex systems such as:

• Computer networks

• Transport networks

• Neural synaptic connections networks

• Brain functional networks

• Disease (disease gene)

• Ecological networks which synthesize ecosystems

• Telecommunications networks

• World Wide Web

• Social Networks

• Biological Networks, etc.

2. Their structure:

• Let ω(e), e ∈ E, be the weight function representing its links.

• An un-weighted, simple network has ω(e) = 0 for all links and only one link

e ∈ E between two vertices u, v ∈ E (10).

12
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• A weighted network has the same structure for links as the un-weighted one

but with ω(e) ∈ R (61).

• A multiple network allows multiple links between the same pair of vertices

and it can also be classified by the edge weights: it either can be weighted or

un-weighted (61).

• A directed network is described by the set of edges which have a direction

associated with them; it can also be weighted or un-weighted (61).

3. Their nodes and degree distribution which represent models of networks:

• A small-world network has a special vertices distribution: the distance D

between two vertices grows proportionally to the logarithm of the number of

vertices |V | in the network (61).

• A scale-free network (most biological networks are alike) respects a power-like

distribution of edges in which each nodes degree respects a power formula (61).

• A random network has no degree restriction: no law of the nodes degrees is

respected (61).

There may be a more detailed classification possible with more information to offer, but

these classifications are general and cover the most popular types of networks.

3.2 Network representations

As defined above, a network is defined by G(V,E) having the set of vertices V and

the set of edges E. Networks can be represented in multiple ways, depending on how

the links between nodes are structured:

• a matrix representation,

• an adjacency list representation,

• an incidence list representation,

• an incidence matrix representation.

13



4

Biological networks

Chapter summary: This chapter describes different types of biological networks

and presents some common aspects between biological and real-world networks. There

are several types of biological networks and not all of them will be studied in this work.

This chapter insists on some types of networks which will be used in experiments or

networks similar to those, and could be approached with further extensions of the tools

implemented in this thesis. Some of the networks of interest include the interactions

between genes, interactions between proteins, interactions between biochemical elements

(chemical reactions) and metabolic networks.

4.1 Metabolic networks

The activity of a cell is established on complex networks of interacting chemical

reactions precisely organized in space and time which produce observable cellular func-

tions.The process that helps us to identify the total reactions that compose a network

is called network reconstruction. The sum of physical and metabolic processes that

determine the characteristics of the cells, all biochemical and physiological, form a

metabolic network.By its very nature, these networks compose the chemical reactions

of metabolism, the metabolic pathways, and in the same time the regulatory interac-

tions that guide these reactions (20, 24, 28, 48, 52). Intermediary metabolism can be

considered as an chemical tool that converts the basic materials into energy as well as

the building blocks needed to produce biological structures, support cells and maintain

the different functions of the cells. This chemical tool is extremely changing, accept the

14



4.1 Metabolic networks

laws of chemistry and physics, and for this reason it is limited by differently physic-

ochemical constraints. In the same time, it has an complicated regulatory structure

which allows it to answer to a mix of external perturbations. Metabolic imbalance is

the root to all main human diseases as in heart diseases, cancer, diabetes and obesity.

Metabolism is composed by two different types of chemical transformations such as:

catabolic pathways which decomposed substrates into simple metabolites, and anabolic

pathways which synthesize the aminoacids, nucleic acids, fatty acids and other neces-

sary building blocks. Over these processes, there is a complicated exchange of different

chemical groups and reductionoxidation (redox) potentials show up over a set of carrier

molecules. These transporter molecules and the properties that they transfer thus link

the metabolic network tight together.

Hierarchy in metabolic networks There are four levels of functional decomposition

of metabolism, as follows(43):

The metabolic networks are difficult to understanding for human mind because

genome-scale reconstructions of metabolic networks is composed of large processes which

consists of multitude of metabolites and once in a while over a thousand reactions.

Hence, we need mathematical models to study their properties and simulate their func-

tions. Nonetheless, we can see the properties of a network in a hierarchical mode to make

easy (streamline) the approach (theory) of network functions. There are four levels of

functional decomposition of metabolism, as follows (43):

• Level 1: the entire cell

• Level 2: the metabolic sectors

• Level 3: pathways

• Level 4: the reactions which are individual

There are two reconstruction methods, as follows:

• Genome-scale metabolic reconstruction

• Multiple Genome-scale networks
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4.1 Metabolic networks

In metabolic networks we have metabolites and metabolic pathways. Metabolites are

microscopic particles like glucose as well as aminoacids, or macromolecules like polysac-

charides as well as glycan (carbohydrates). Metabolic pathways are sequences of consecu-

tive biochemical reactions for a particular metabolic function, e.g. glycolysis or penicillin

synthesis, that convert one metabolite into another. Enzymes are proteins that catalyze

(accelerate) chemical reactions. In this way, in a metabolic pathway the metabolites and

the enzymes are the nodes correspondents and the metabolic reactions correspond to di-

rected links. The simpler approaches state that nodes represent metabolites and directed

edges are reactions that convert one metabolite into another. Examples of a part of a

glycolysis pathway, a metabolite-centric representation, and reactions and metabolites

are given in figures 4.1, 4.2, and 4.3:

In this way, in a metabolic pathway there are nodes that correspond to metabolites

and enzymes. Directed edges correspond to metabolic reactions. The simpler approaches

state that nodes represent metabolites and directed edges are reactions that convert one

metabolite into another. Examples of a part of a glycolysis pathway, a metabolite-centric

representation, and reactions and metabolites are given in figures 4.1, 4.2, and 4.3:

Figure 4.1: Part of the glycolysis pathway.
source: http://library.thinkquest.org/27819/ch4_4.shtml

All metabolic pathways of a cell form a metabolic network. Such a network is com-
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4.1 Metabolic networks

Figure 4.2: Metabolite-centric representation.

posed of complete view of cellular metabolism and material or mass flow. Cells rely on

this network for digesting substrates from the environment, generate energy and syn-

thesize needed components from the environment for their growth and survival. These

networks are also useful for curing human metabolic disease through better understand-

ing of metabolic mechanisms, or for controlling infections of pathogens by understanding

the metabolic differences between the human and pathogens (59).

Metabolic pathways are constructed partially experimentally and partially from the

genome sequence (homology). These networks are general, and they are used for many

organisms, from bacteria to human(29). Kyoto Encyclopedia of Genes and Genomes

(KEGG) is a large collection of online databases have to do with genomes, enzymatic

pathways and biological chemicals.

KEGG is a database created with the goal of understanding the functions and the

utilities of the biological systems. It helps to learn biological systems like the organism,

the cell and the ecosystems from molecular and genomic point of view. It consists of the

following databases: chemical, network information and genomic (30).

The biological system is depicted in the Figure 4.4. The representation include

molecular building blocks of the genes and proteins (i.e. genomic information) and

chemical substances (chemical information) that are combined with the knowledge of
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4.2 Gene-Gene interaction networks

Figure 4.3: Reactions and metabolites.

molecular wiring diagrams of interaction, reactions and the relation between networks

(systems information) (29).

4.2 Gene-Gene interaction networks

Gene-Gene interaction (GGI) networks are the networks in which the nodes are

genes (from a certain organism) and the links are connections between them. These

connections are obtained from various studies, from experiments and from the numerous

existing databases. There are a couple of GGI tools but one of the most common and

flexible among them is Genemania (39, 45). The interactions between genes included in

Genemania and in most of the other GGI networks are the following (60):

• Co-expression. Two genes are co-expressed if their expression levels are similar

according to certain conditions in a gene expression study.

• Physical Interaction. Two genes physically interact if they were found to inter-

act in a protein-protein interaction study or database.

• Genetic interaction. Two genes have a genetic interaction between them if

changes to one gene have an effect on changes to the other gene.

18



4.2 Gene-Gene interaction networks

Figure 4.4: Digital representation of the biological system
source: http://www.genome.jp/kegg/kegg1a.html (29)

• Shared protein domains. Two gene products (i.e. proteins) have this interac-

tion type if they have the same protein domain.

• Co-localization. Two genes are co-localized if they are both expressed in the same

tissue or if their gene products are both identified in the same cellular location.

• Pathway. Two gene products (i.e. proteins) are linked if they are part of the

same reaction within a pathway.

• Predicted. Two genes have a predicted functional relationship if there are known

functional relationships from another organism via orthology.

• Other. All other relationships: chemical genomics data, phenotype correlations

from Ensembl, disease information from OMIM, etc.
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5

Clustering in complex netwoks

This chapter presents the basic clustering notions, the measures for similarity and

dissimilarity and several clustering algorithms. It then describes time series clustering

and some existing methods for this. The multidimensional time series clustering is

further presented and the extension from single time series clustering to multidimensional

time series clustering is presented, together with the practical importance and need for

this. An algorithm for dealing with multidimensional time series data is designed and

implemented. The tool tested on some real benchmarks.

5.1 Basic notions

Clustering is the process of splitting objects in a set into distinct subsets, in a way that

makes similar objects end up in the same subset. It belongs to the class of unsupervised

learning methods as there is no label or class assigned to the objects and no indication

on how the objects should be grouped.

A cluster contains objects that satisfy the following properties:

• the objects are very similar among them in the same cluster

• the objects are very different (dissimilar) from the objects in the other clusters

The literature contains many definitions of similarity and dissimilarity measures (15).

These are building upon on:

• the type of the data dealing with
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5.2 Time series clustering

• the desired similarity type

Usually, the similarity and dissimilarity measures are formulated in terms of a dis-

tance function d(x, y). Ideally, the chosen function must consider the next restrictions

(19, 64):

• d(x, y) > 0

• d(x, y) = 0 ⇐⇒ x = y

• d(x, y) = d(y, x)

• d(x, z) 6 d(x, y) + d(y, z)

5.2 Time series clustering

Time series are sequences of real numbers that correspond to the values observed for

some parameters at equal time intervals.

Time series can be continuous (the variable is defined at all points in time), or

discrete. The time series involved in cluster analysis are usually discrete and are a

mixture of the next components (7):

1. a trend (the long-term movement) (7),

2. trend fluctuations of greater or lesser regularity (7),

3. a seasonal component (7),

4. a residual or random effect (7).

Clustering time series has many real-world application in a variety of fields. Time

series data are prone to outliers, especially when the data sets are very large. Their

elements have a temporal ordering and operations with such data types are common in

data mining. A lot of research has gone into developing algorithms for clustering time

series, and the effectiveness of each approach is tested on various real life applications, in

order to encourage the development of even better algorithms (3, 6, 13, 21, 23, 34, 50, 58).
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5.2 Time series clustering

Figure 5.1: Two dimensional time series: example of hierarchical clustering

5.2.1 The multidimensional time series clustering

A time series is defined as an array X = (x1, x2, . . . , xn) of measurements in time for

a given parameter (or variable).

A multidimensional time series is represented as:

X =


X1

X2
...
XN


where each Xi, 1 ≤ i ≤ N, is a time series on its own. Each individual time series

can have a different size.

Clustering multidimensional time series involves grouping entities of form X. Figure

5.1 presents 5 entities that are hierarchically clustered as 2-dimensional time series. Mul-

tidimensional time series are particular in situations when the entities present multiple

simultaneous measurements which are taken into account at the same time.
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5.2 Time series clustering

When clustering time series data, one has to group together series of time points:

for instance, clustering a number of cities based on the temperature measurements for

each city during a period of two years. Each data is formed of 730 two-dimensional time

points (two years of 365 days). While transposed in the multidimensional case, each

data is composed of multiple time series. For example, we also want to cluster cities

based on daily measurements for wind speed, pressure, precipitation volume, etc, and

not on temperature measurements alone. In the figures below we present examples of

entities which have two time series each. Some of the instances are more similar with

consideration to the measurements in the first time series while the others are more

similar with consideration to the second time series. In the multidimensional case, we

want to cluster entities which are in the same time similar with respect to both time

series, overall. This example is illustrated in Figure 5.2.

The common approach in the multidimensional case is to concatenate all the time

series into a single one and to transform the problem in a single dimensional time series

problem. But this can lead to loss of general aspects of the problem. Therefore, it’s

advantageous to deal with multidimensional time series without transforming them: on

one hand, they offer a global point of view and show some critical pathologies arising

from evident discrepancies, and, on the other hand, they permit the integration of the

information contained in each one-dimensional time series of X and therefore it is useful

when each array is sparse and short (17).

5.2.2 A variant of multidimensional time series data clustering

A similarity measure is usually employed to calculate the similarity between two time

series. In this chapter, we treat the difference between each time series of a multidimen-

sional time series instance as an objective function that has to be minimized.

5.2.2.1 Similarity measure

To compare the similarity of two objects X and Y, where X and Y are given by:

X =


X1

X2
...

XN

 , Y =


Y1
Y2
...

YN
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5.2 Time series clustering

Figure 5.2: The two sets of measurements (there are two time series) over the course of
two years (730 days)
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5.2 Time series clustering

we define an N dimensional objective function F = (f1, f2, . . . , fN ) as:

F =


f1 = d (X1, Y1)
f2 = d (X2, Y2)

...
fN = d (XN , YN )


where d(·) defines a similarity measure.

We cluster multidimensional time series using the k-means clustering algorithm. We

use function F to determine the cluster to which each item should be assigned. We

compute the similarity value as a linear combination of fi, 1 ≤ i ≤ N , and we denote

the result by dsim:

dsim =
N∑
i=1

wifi

where wi are the weights that determine the importance of each time series in the

clustering. In the experiments performed, the time series have equal importance (wi =

1, 1 ≤ i ≤ N), and the next mentioned distances were implemented d(·):

• Euclidean distance

• Manhattan distance

• Maximum distance

• Average distance

5.2.2.2 Parameter setting: the value of k

The user can select one of these four measures from the main menu, as well as the

Maximum Distance Percent (set to 0.6 by default in our experiments). The initial value

of k is set to the total number of items in the data set. After every iteration, seeds that

do not have any data point assigned to them are removed. The algorithm goes through

as many iterations as needed for the clusters to stabilize (low distances between points

in the same cluster, and large distances between any two points that belong to different

clusters).
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5.3 The comparison with the traditional methods

Figure 5.3: Comparison with traditional methods

5.3 The comparison with the traditional methods

The classical methods usually pool the data: they infer a single parameter that char-

acterizes all time series (18). So essentially a multidimensional time series is converted

to a single dimensional one, as show in Figure 5.3. We implemented this technique too,

compared the results with those yielded by our approach, and noticed that the tradi-

tional method usually tends to split the data into more clusters than expected. This

was especially obvious when using the Average and Manhattan similarity metrics on the

first data set, or when using the Average measure on the second data set.

5.4 Summary

Multidimensional time series are a generalization of the single-dimensional time se-

ries. They have more parameters that are used to describe each data instance, and

therefore, clustering them is harder than clustering single-dimensional time series. In

this chapter, we approached the multi-dimensional time series clustering problem as a

multiobjective problem and implement several geometrical distance measures in the k-

means clustering algorithm in order to test the outcome of the similarity measure along

with process of clustering. We validated the results on three data sets, and concluded

that the most commonly used distance for clustering single-dimensional time series (the
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5.4 Summary

Euclidean distance) might not be the most appropriate measure for clustering multi-

dimensional time series. These results were published at the 2013 Intelligent System

Design and Applications (ISDA 2013) conference (54) (poster publication) and in the

Studia Universitatis Babeş Bolyai journal in 2013 (53).
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6

Comparison of multi-relational

networks

6.1 Introduction

In this chapter we introduce the definitions and concepts related to multi-relational

networks as compared to single-relational ones. Some useful properties of these networks

are presented and a tool developed for network comparison is described, together with

its main operations. The last section makes an analysis of experiments on comparing

gene-gene interaction networks for various types of cancers performed in order to validate

the ideas and concepts included in this chapter.

6.2 Definitions

The term of network is interpreted as a group of people, organizations, places, etc.

that are connected or work together (8). In computer science, a network is described as

a large graph that has a set of vertices connected by edges. The first distinction between

simple graphs and multigraphs is the number of interactions between the vertices: simple

graphs have at most one interaction (edge), while in multigraphs there can be multiple

interactions between any two nodes. A multigraph has a set of vertices and a multiset
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6.3 Multi-relational networks

of unordered pairs of vertices defining the edges. A multigraph has all edges of the

same type. In the case of (biological) networks, there can be many types of interactions

between two vertices, so a biological network is a generalization of multigraphs.

Combining these definitions in bioinformatics, we can say that a biological network

is made of a set of vertices (genes, proteins, metabolites, etc.), and a set of edges repre-

senting the interactions (of different types) between vertices.

6.3 Multi-relational networks

Analyzing and studying networks has become increasingly important in a variety of

fields such as biology, computer science and sociology. In this chapter, we are focusing on

biological networks. We the recent advancements in biology, a large amount of data has

become available. However, due to the size of this data, mining and studying it comes

with its challenges. One has to come up with ways to abstract this data into models

that are easier to understand. One such model that has proven to be very effective

at describing complex relations and interactions in the biological systems is biological

networks.

A network is described as a set of nodes (vertices) and a set of links (edges) having

various types of relations between the nodes. In biology, networks are used to describe

both the structure and the dynamics of a biological system, and therefore, identifying

biological networks is essential in systems biology.

Biological networks are composed of biological entities and the interactions between

them (41), and can be used to describe many different types of relations. Some common

examples of biological networks are: transcriptional regulatory networks (GRNs),metabolic

and biochemical networks and the protein-protein interaction networks (PPI). These bi-

ological networks are usually multi-relational: two nodes can have multiple types of in-

teractions between them, and those interactions are represented by links in the network.

For example, the metabolic pathways can be described as multi-relational networks; the

molecules are the nodes, and the enzyme activities, signal transduction or chemical re-
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6.4 Experiments and results

actions are the edges (41). In contrast to single-relational networks that allow a single

type of edges between the vertices, multi-relational networks are much more suitable for

representing real-world interactions, but are also much harder to analyze.

6.4 Experiments and results

6.4.1 Datasets for multi-relational networks comparison

Our tool was tested on three datasets of genes that are representative of endometrial,

ovarian and breast cancers. We used the Genemania application to create the networks

and save them to files, and we converted these files to the format accepted by our tool:

each edge is represented in the form (gene1, gene2, relation type); where gene1 and gene2

represent the nodes and relation type defines the type of link between the two nodes.

6.4.2 Results

We performed experiments on three types of cancer: breast, ovarian and endometrial.

The input data was taken from the database made available by the Sanger Institute (5),

the Human Gene Compendium at the Weizmann Institute of Science (47) and by a

few other studies. The interactions for the most significant genes related to each type

of cancer were extracted from Genemania (4, 41) and are shown in Figure 6.1 (the

visualization uses a degree sorted circle layout and was drawn using the Cytoscape tool

(11, 47, 51)).

The details for each of the three networks are shown in the Table 6.1.

6.5 Summary

In this chapter we presented all basic definitions and notions required for the exten-

sion of a single-relational to a multi-relational network. Multi-relational networks can be

applied to problems in many distinct areas, and biological networks are one of their most

common applicability. The chapter also presented a tool which is designed for comparing
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6.5 Summary

Figure 6.1: Representation of gene-gene interaction networks for the thee types of cancer:
ovarian, breast and endometrial (Cytoscape tool (11, 47, 51) has been used to draw them).
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6.5 Summary

Ovarian cancer Breast cancer Endometrial cancer

Nodes 83 101 83
Edges 590 817 801

Multi-edge node 47 74 108
pairs

Isolated nodes 0 0 0
The density 0.157 0.14 0.19

of the network
The heterogeneity 0.39 0.48 0.41

of the network

Table 6.1: Description of networks of interactions between the genes for the ovarian, breast
and endometrial cancer.

multi-relational networks. Experiments on real data related to various types of female

cancer were performed and described. The experiments included genes for three types

of related cancers (ovarian, breast and endometrial) and were presented at International

Conference on Intelligent Systems Design and Applications (ISDA) (56).
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7

Network motifs and the

MultiMot tool

7.1 Introduction

This chapter presents network motifs and graphlets and includes three sections. In

the first section, the basic notions about motifs and graphlets are presented. We also

describe the meaning of motifs and graphlets and their importance in biology. An

extension of motifs and motif finding in the case of multi-relational networks is performed

and the basic operator in this case is explained. A tool dealing with finding motifs

in multi-relational networks, which is an extension of a famous tool developed in Uri

Alons lab in Weizmann Institute is described in the second part of the chapter. The

extension does not only refer to multi-relational networks (extended from single relational

networks) but also to a user defined motif search tool. This user (or custom) defined

motif finding part of the tool allows the usage of wildcards and also allows searching

for more motifs or graphlets at the same time. Numerical experiments including real

biological data are performed in the last part of this chapter in order to validate the

efficiency of this tool.
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7.2 Motifs in multi-relational networks

The amount of computational power that became available in the last few years has

enabled the study of very large networks: the World Wide Web, social networks, and

in particular, biological networks, among which networks for protein-protein interaction

(PPI) (22, 26, 27), metabolic networks (28) and gene-gene interactions networks (GGI)

(35, 38). These networks bring a wealth of data, but extracting meaningful signals from

this data has its challenges. One has to develop algorithms which are efficient and at

the same time resistant to errors found in the data being analyzed.

Unfortunately, due to their immense complexity, some networks cannot be fully an-

alyzed even with all the computational power available today. The human genome is

a classic example of such a network. These networks are usually extremely important

too; therefore, gaining any new insight into their behavior is highly desirable. And one

way to accomplish this is by drawing parallels with simpler networks that are easier to

analyze. Once a subsystem in a simpler organism is well understood, that knowledge

can be carried over to the more complex organism. This approach essentially makes it

possible to isolate and analyze independently small subsystems in complex organisms.

One class of such algorithms is finding network motifs (38). These algorithms aim

to detect patterns of connectivity that occur in a network significantly more often than

expected, and also provide insights into the modularity and structure of a network

(22, 35, 44, 63). It has been shown that the same motifs can be found in many differ-

ent organisms (9, 25, 33, 46, 57), which makes them an essential tool for transferring

knowledge from simpler organisms to subsystems of more complex ones.

In addition to their applications in biological networks, network motifs have been

successfully applied to other areas too (36, 37, 42).

Biological networks present a large volume of data modeled as interaction networks,

metabolic and signaling pathways, regulatory networks, etc. Multi-relational graphs are

best used to show their complexity and large scale. The features of this kind of networks

are of utmost importance in the analyzis of interactions between biological entities. They
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are called motifs in graphs.

In the general case, biological networks (and network motifs, too) are multi-relational.

This complicates the process of motif finding.

There exist several tools (32, 62) which, in simple directed and nondirected graphs,

are identifying motifs of different sizes and shapes within a network. It is not the case

for multi-relational networks. We propose a web-based bioinformatics tool, which is

straightforward and able to detect motifs in multi-relational networks. We provide two

motif identification modes. First, in template matching approach, the end-user specifies

one or multiple graph templates to search. As specified by the user, template matching

works for both directed and nondirected graphs. Additionally, the user has the option

to exclude link values. In this particular situation, the algorithm searches for sub-graphs

that are matching the number of links specified by the user (i.e. two matching vertices

are associated by at least the number of links chosen by the user), by ignoring the links

labels. Second, the subgraph sampling approach is a variation of the algorithm for for

multi-relational graphs (31). It estimates the frequency of size N subgraphs by using k

subgraphs obtained randomly from the network.

The method is implemented for directed subgraphs. It considers the edge labels.

MultiMot can run via a web interface and is also available as an executable jar package.

7.3 Experiments and results

7.3.1 Datasets for motifs finder in multi-relational biological networks

- MultiMot tool

We consider the network defined by the following triples:

nodea nodeb edge1

nodea noded edge3

nodee nodea edge1

nodeb nodee edge2

noded nodea edge1
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Figure 7.1: Representation gene-gene interaction networks of a heart tissue differentially
expressed.

nodee nodef edge1

where nodex denotes a node (x being its label) and edgei denotes a relation between

two nodes (i is the type of relation).

7.3.2 Results

To illustrate how MultiMot works, we selected a multi-relational gene-gene interac-

tion network example. We considered top 50 unregulated genes of a cardiac tissue of

two mouse models. The data is taken from the Gene Expression Omnibus database

(14). The gene interaction networks (depicted in Figure 7.1) have been generated using

Genemania.

Gene-gene interaction networks of the differently expressed heart tissue gene-gene

interaction networks are represented in Figure 7.1. The link types represented by their

color are given in Figure 7.2.

If the method is asked to find all motifs of size 3 in each of the networks, then the

result is the one in the Figure 7.3 and Figure 7.4.

Links type legend are represented in Figure 7.2.

Motifs of size 3 found by MultiMot in the networks Figure 7.2 (a) and Figure7.2 (b)
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Figure 7.2: Representation of legend of gene-gene interaction networks of a heart tissue
differentially expressed.

are represented in Figure 7.3 and Figure 7.4.

7.4 Summary

Detecting related and often repeated patterns (i.e. network motifs) over networks

provides useful insights for a better understanding of the biology of the disease and is of

immense impact in biological studies. This work introduces and presents a novel pattern

finding algorithm which is an extension from single relational networks and deals with

heterogeneous multi-relational graphs. It not only finds standard motifs of a certain

size, but also looks for user (custom) defined motifs (which can have a higher degree of

complexity). It considers both directed and undirected graphs, can search the motifs

on a subset of edges and can employ wildcards on edge labels to increase generality, if

required.

This work introduces and presents a novel pattern finding algorithm which is an

extension from single relational networks and deals with heterogeneous multi-relational

graphs. It not only finds standard motifs of a certain size, but also looks for user

(custom) defined motifs (which can have a higher degree of complexity). It considers

both directed and undirected graphs, can search the motifs on a subset of edges and can

employ wildcards on edge labels to increase generality, if required.
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Figure 7.3: Frequency of motifs of size 3 found by MultiMot in the networks from Figure
7.1 (a) and Figure 7.1 (b).
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Figure 7.4: Frequency of motifs of size 3 found by MultiMot in the networks from Figure
7.1 (a) and Figure 7.1 (b) (continued).
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8

Communities in multi-relational

networks

8.1 Introduction

This chapter gives an overview of communities in single relational and multi-relational

networks, and several algorithms for communities identifications in single relational net-

works. It also proposes a new algorithm for communities detection in multi-relational

networks. Further, in this chapter we present a new tool implemented by us, based

on the new algorithm proposed, and the results gathered by running the algorithm on

several data sets.

8.2 Communities in multi-relational networks

Complex networks are mathematical models which are used to represent in a machine

readable form many interaction phenomena that take place in the real world. The

following networks are examples of large networks:

• The World Wide Web: vertices are depicted by web pages and links are represented

by hyperlinks.
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• Metabolic networks: vertices are depicted by enzymes and links are described by

reactions between them.

• Facebook: vertices are represented by user profiles and links are represented by

friendships.

Communities can be defined as disjoint groups of entities in a graph, such that each

entity is ”closer” to all other entities in the same group than to the entities outside it.

Detecting communities in a network is an important step in identifying patterns in that

network (12).

Detecting communities is very important in computer science and biology where in-

formation are represented as networks. Most networks in nature are multi-relational.

However, detecting communities in multi-relational networks is hard, because the com-

plexity increases with the size of the network and the number of connection types.

Therefore, when looking for communities, it is often easier to reduce the multi-relational

network to a single-relational one. This inevitably leads to loss of information, and the

results are not always accurate.

8.3 Experiments and results

8.3.1 Datasets for detecting communities in multi-relational biological

networks - MuliNetCom tool

We consider 11 datasets taken from (16) and from (49). They contain genes in-

volved in 11 types of cancer such as: acute lymphoblastic leukemia (ALL), acute myeloid

leukemia (AML), breast carcinoma (BC), colorectal adenocarcioma (CA), non hodgkin’s

lymphoma (NHL), non-small cell lung carcinoma (NSCLC), spitzoid tumour (ST), gas-

tric cancer (GC), liver cancer (LIC), lung cancer (LUC), nervous system cancer (NSC).

We then use Genemania (60), a software platform that generates gene-gene interac-

tion networks from millions of publications available in various medical and biological

databases. We obtain one multi-relational network for each type of cancer. Genes rep-
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resent the nodes of the network and the interactions between genes represent the links

or the edges. In the networks we obtained, the following types of interactions have been

generated: predicted interactions, co-localization, co-expression, shared protein domains,

physical interactions, genetic interactions, pathway interactions.

Table 8.1 contains the details of each of these networks: number of nodes, number

of links, and the number of different types of links.

Cancer data

Cancer type No of nodes No of edges Types of edges

ALL 47 260 6
AML 92 822 7
BC 26 163 7
CA 39 411 7
NHL 19 49 6
NSCLC 35 166 6
ST 21 52 5
GC 511 28148 7
LIC 322 9694 7
LUC 74 687 7
NSC 47 20276 7

Table 8.1: Description of data sets used in experiments.

8.3.2 Results

We perform two tests for each network, separately: for the first one, we reduce the

multi-relational network to a single relational one and then apply the original Fruchter-

man’s algorithm to get the communities. For the second test, we consider the network as

it is, multi-relational, and then apply the modified version of Fruchterman’s algorithm

proposed in this work to get the communities. Figure 8.1 shows the number of commu-

nities and the number of genes in each community obtained by each algorithm for all 11

datasets.

From the results presented here, it is obvious that the approaches obtain different

communities. The number of communities obtained for the single-relational network is

almost always different from the number of communities obtained by the multi-relational
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Figure 8.1: Number of communities and of genes in each community obtained by the
two different approaches: single-relational transformation of the network and the original
multi-relational network.
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network as can be seen in Figure 8.1. Moreover, the overlap ratio between any two

communities is, very low for some networks, with no genes in common (as in the case

of ALL, AML, NHL, ST and LIC networks) or just one gene in common (as in the case

of AML, BC, CA and LIC networks). In some cases, some of the communities obtained

in the multi-relational setting are included in the communities obtained in the single-

relational setting. It is worth mentioning that the multi-relational tests always generate

more communities than the single-relational ones.

8.4 Summary

The work presented here has the purpose of demonstrating that multi-relational

networks and the computational operations applied to them have to preserve the multi-

relational aspect and cannot be reduced to single-relational ones. The transformation

of a multi-relational network into a single-relational one can significantly reduce the

computational cost, but usually leads to loss of information. In this work we propose

an algorithm for finding communities in multi-relational networks, originally developed

for single-relational networks. The algorithm was extended to multi-relational networks

and comparisons between the two algorithms were performed on 11 datasets taken from

cancer data which represent gene-gene interaction graphs. The results show significant

differences between the two approaches which would be worth considered by researchers

working in biomedical field. The framework we propose is a general one, so any algorithm

(not just Fruchtermans algorithm presented here) can be extended from single-relational

graphs to multi-relational ones.

In this chapter propose a new community detection algorithm for multirelational

networks (55). We apply it to multirelational biological networks and compare the re-

sults to those produced by a similar community detection algorithm for single relational

networks. We show that our algorithm is able to detect more fine-grained communi-

ties compared to a similar single-relational algorithm, because information is lost when

treating the initial multi-relational graph as a single-relational one. Results presented

44



8.4 Summary

in this chapter are included in a paper submitted to PlosOne journal.
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Conclusions

This last chapter briefly review the efforts of developing and analyzing multi-relational

network models and multidimensional time series clustering, and identify some general

directions for extending the models developed in this thesis that may yield additional

insights. Several open problems in multi-relational networks analysis and multidimen-

sional time series clustering are also described below.

This thesis has presented two main ideas which are used herein for addressing bio-

logical problems. However, they are not specifically constructed for biology or medicine

and can be applied to other fields as well.

The first subject deals with multi-relational networks (networks where there exist

multiple links and more than one type of edges between two nodes). It addresses two

aspects of these networks:

• Multi-relational network comparison and

• Graphlets and motifs finding in multi-relational networks.

The challenges encountered in this part of the thesis were:

• Dealing with some NP-complete problems (such as network isomorphism)

• Finding efficient algorithms for graphlets and motifs
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• Finding the right way to represent networks and their interactions (we have mul-

tiple networks, some of the link types might be missing in one or more of the

networks, etc.)

• Implementing the right measures for comparing networks (different users have

different preferences).

Still, much work remains to be done for a comprehensive comparison of networks and

for implementing even more efficient algorithms for motifs finding. The achievements so

far are:

• Design and implementation of a network comparison tool:

– It takes as input two or more networks

– It is designed for gene-gene interaction networks and protein-protein interac-

tion networks, but it is easily extensible and adaptable

– It implements some basic operations such as union, intersection, common

sub-graphs, degree distribution

– It allows selection of one, two, more or all types of existing links and performs

operations for the selected types of links

• Design and implementation of a graphlets and motifs finding tool:

– It is designed for multi-relational networks

– It finds motifs of a certain given size (sizes of 3, 4 and 5 nodes are imple-

mented)

– It finds custom design motifs (a set of such motifs at a time)

– Works for both directed and undirected graphs (networks)

• Experiments and applications to biological problems:

– Cancer networks for female related cancer types (ovarian, endometrial and

breast) have been performed
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– Comparison of gene-gene interaction networks based on the contained motifs

( i.e. basic building blocks)

• Design and implementation of a multidimensional clustering tool:

– Entities formed of multiple time series are clustered

– A comparison of some geometrical distance based similarity is performed.
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