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Introduction

This Ph.D. thesis consists of research on applying computational intelligence techniques
for solving real world problems in the fields of Archaeology and Software Engineering.
All of the original research conducted was done under the supervision of Prof. Dr. Gabriela
Czibula.

The two fields were chosen due to the existence of several difficult practical problems in
both that we hypothesized would be of significant importance to researchers in archaeology
and software engineering and that could be approached under a unified machine learning
theme. Our hypothesis proved to be correct: no similar approaches exist for the chosen
problems, the results obtained are better and useful to researchers in those fields and our
approaches have a central machine learning element.

For archaeology, the focus was on the application of several machine learning models –
Genetic Algorithms (GA), Support Vector Regression (SVR) and Locally Weighted Regres-
sion (LWR) – on three important problems from the field of archaeology: stature prediction,
weight (body mass) estimation and age at death estimation using bone lengths. The models
we have chosen are known to provide very good results on similar regression problems, and
the problems we have decided to approach are of significant interest in the archaeological
literature, due to the information that a good solution to them can provide to researchers
in the field. Moreover, according to our knowledge, machine learning was not used on the
approached archaeological problems until now.

Each of our learning models has been applied for all of the researched archaeological tasks,
resulting in a unified approach to the field of archaeology through machine learning. Our
approaches are novel in relation to the archaeological field and have been published in journal
articles and conferences [CIMM16, ITV16, ICT16, IMMC15, Ion15b].

Concerning Software Engineering, we have focused on two important problems from
the Search-based Software Engineering literature: Software Defect Prediction (SDP) and
Software Development Effort Estimation (SDEE). We have proposed several machine learning
models for solving the above mentioned problems and we have performed experiments on
various data sets relating to these problems using the Fuzzy Self Organizing Maps (FSOM),
Fuzzy Decision Trees (FDT) and Support Vector Regression (SVR) machine learning models.
Our models are either novel in and of themselves or have not been applied to these problems
before in the way that we have. We have obtained very good results with all three approaches,
surpassing most approaches from the literature and introducing new research directions for
some important problems in the field of Software Engineering.

Our novel solutions for these problems result in a unified machine learning approach for
various Software Engineering tasks, which can help developers and project managers alike.
Our approaches are novel in relation to the Software Engineering field and have been published
in the papers [CCMI16, MCMI16, Ion17, IDC17].
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Chapter 1

Archaeology

In this chapter we present the archaeological background knowledge regarding stature,
weight and age required for our approaches. This background knowledge has been collected
in order to facilitate the original research published in [CIMM16, ITV16, ICT16].

1.1 Predicting stature from archaeological skeletal remains
using long bone lengths

From the perspective of forensic anthropology and archaeology, predicting the stature of
an individual based on osteological information is fundamental. The classical mathematical
approaches to stature estimation focus on the use of regression methods [SS97] based on
statistical analysis of the data

Estimating stature is important in bioarchaeological and forensic research, firstly because
stature is a standard biological attribute together with age and weight. It also enables
researchers to assess sexual dimorphism or the body size of the past population under study
[RR06]. Moreover, stature is an important indicator of individual’s physical growth and
development within its social and natural environment [BR14]. Despite the individual’s
natural genetic potential for physical growth, it is the society that nurtures its members
through nutrition, hygiene, physical education etc., to reach their potential [BR14].

Stature estimation is a common topic in anthropological analysis, the generated results
having wide applications for making biocultural assessments with regard to archaeological
populations. Drawing upon methods and theories from human behavioural ecology, physical
and cultural anthropology, sociology, and economy, scholars have used stature as a quality-
of-life indicator for inferring the complex relationships between skeletal development and
ecology, diet, nutrition, genetics, and physical activity [LW10, BR14].

Together with porotic hyperostosis, cribra orbitalia, and dental enamel hypoplasia, living
height is used as a measure of health in bioarchaeological studies [Aue11, Mor09, PDS+14],
allowing for inferences about subsistence strategies or social inequality [BR14]. The mean
height of a population is considered in [Mor09] to be a marker of its nutritional and health
status. In [PDS+14], Pietrusewsky et al. classified stature as an indicator of health, as due
to non-specific systemic stress through the growth.

Along with the development of computational intelligence and machine learning, it is
natural to research the possibility of building computer programs that do not have predefined
algorithms for generating predictions, but instead learn from the available data and adapt
their models according to the new data samples that are being processed.

7



CHAPTER 1. ARCHAEOLOGY 8

1.2 Body mass estimation in bioarchaeology

Estimating the body mass from human skeletal remains represents a problem of major
importance in paleontological and archaeological research. There is an agreement in the
bioarchaeological literature that postcranial measurements are directly related to the body
size and provide the most accurate estimates [B.00].

Estimation of the body mass from human skeletons represents a challenge in forensic death
investigations concerning unidentified remains [Moo08]. A major problem in research related
to body mass estimation is caused by a lack of publicly available benchmarks. The existing
methods for body mass estimations from the skeletons are: mechanical, morphometric [AR04]
and a combination of biomechanical and morphometric methods [Moo08]. The morphometric
methods consist of directly reconstructing the body size from the skeletal elements, while the
mechanical methods provide functional associations between skeletal elements and body mass
[AR04].

Body mass estimation is a very important problem for modern archeology. It can pro-
vide certain knowledge about past populations, such as indicators for [RHN+12]: the past
population’s health, the effects of different environmental factors on past populations (e.g.
subsistence strategy, climatic factors), social aspects etc. The ability to obtain accurate body
mass estimations from skeletons is also essential in forensic death investigations concerning
unidentified skeletal remains [Moo08]. Consequently, it is essential for biaorchaeologists to
develop and use body mass estimation methods that are as accurate as possible.

However, designing an accurate method for solving this problem remains a great chal-
lenge, because there are many factors which should be taken into account [AR04]. Some
decisions that are to be taken in this process [RHN+12]: which are the most relevant skeletal
measurements to use, which is the appropriate statistical approach to apply, which should be
the skeletal sample to use etc.

1.3 Age at death estimation from long bone lengths

Age at death estimation is a problem that asks to find a good estimate for the age at death
of some human biological remains. These remains can be bones, teeth, a well preserved body
etc. In our case, we consider long bone lengths and are interested in finding, using machine
learning, a mathematical function of these lengths that gives us the age at death of the
instance whose bone lengths are input to the function.

Estimating age at death is essential for determining population demographics and per-
forming individual analysis of human remains. For children and young adults, the problem
is easier due to the fact that growth and biological development occur during these stages
[CD13].

The age at death estimation problem is a complicated one for adult skeletons. This is
due to the fact that age indicators are biologically variable and that certain features respond
differently to environmental factors over the course of someone’s life, so a lot more individual
differences that do not help to pinpoint an exact age (noise) accumulates for older individuals
[CD13].

Because the problem is so complex, there are no exact algorithms for solving it. Simple
regression formulas that take one or a few bones into consideration exist, but they are usually
created for each particular data set, and it is unclear if they would work well or not on other
data. By using machine learning, we can come up with models that are easy to retrain on new
data sets if needed. By using validation methods, we can estimate how well our algorithms
will perform on unseen data of the same kind.

We deal in the thesis with age at death estimation in multiple age categories, but we
advise the reader to interpret our results relative to what is known in the literature as being
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feasible to achieve for each age group in particular.



Chapter 2

Software engineering

In this chapter we present the Software Engineering background knowledge regarding
Software Defect Prediction and Software Development Effort Estimation. The literature sur-
vey conducted in this chapter has made possible the original research published in [CCMI16,
MCMI16, IDC17, Ion17].

2.1 Software defect prediction

Software defect prediction represents the activity of identifying software modules which
are likely to develop errors in a forthcoming version of a software system, being of major
importance for software testing and for assuring the software quality as well. The methods
for detecting faulty software entities are useful for suggesting to developers the software
modules that should be rigorously tested. These software entities can be software components,
modules, packages, classes, methods, functions or other software artifacts.

The software maintenance process represents a major part of a software life cycle, re-
quiring a large software engineering effort. The software engineering literature reveals that
understanding the software represents about half of the amount of effort allocated to the
maintenance activity. Fixing defects represents one of the main software maintenance activ-
ities, also being referred to as corrective maintenance [KMFO01].

For increasing the efficiency of the software defect-fixing process, defect prediction models
are useful for anticipating locations in a software system where future defects may appear.
Identifying software defects is difficult, mainly for complex software projects. The main
difficulty related to building supervised defect predictors is the fact that the defects in software
projects are much less than the non-defective entities and thus, the training data is highly
imbalanced [ATS15].

Another important problem related to software faults identification is software defect
detection, which represents the process of identifying software modules that contain errors
and it contributes to increasing the effectiveness of the quality assurance process. Fault
detection methods would be helpful for suggesting the developers which software modules
should be focused on during testing, particularly when, from lack of time, the modules can
not be systematically tested.

Code review is an activity frequently used in agile development processes for maintaining
the quality of the software system. During code review, an experienced programmer reviews
the source code in order to identify vulnerabilities, security problems and other problems
overlooked by the initial implementer. Since code review is a time consuming and costly
activity, detecting software defects can be used to guide the process of code reviewing by
identifying sections in the code that would likely be flagged for revision during a code review
session, due to various issues with that code.

10



CHAPTER 2. SOFTWARE ENGINEERING 11

2.2 Software development effort estimation

Software development effort estimation (SDEE) represents the action of estimating the
time it will take for each part of a software system to be completed during the development
phase of the product. Such estimations are done either at a management level or at the level
of the programmer(s) responsible for the actions that will need to be performed. Accurate
estimates are important in order to properly plan the development process and allocate human
resources accordingly.

Multiple estimation methodologies and protocols exist, including software-aided ones.
Two popular ones are simple ad-hoc estimations, in which a programmer provides a time
estimate based on the task description and his or her experience with what is required,
and group methods, such as planning poker, which are more involved methodologies that
require a consensus from a team of programmers [Coh05]. Both of these are considered
expert estimations, because experts in the field are the ones providing the estimates.

Group methods have the advantage of being more accurate and, in the case of planning
poker, allow refinement of estimates over time. The advantage of more complex methods is
a better estimate than ad-hoc methods in general, but they take a lot more time that could
be used for actual development. As far as we know, there are no studies that analyze this
trade-off and whether or not it is a worthwhile endeavour to employ more complex estimation
approaches.

According to one study, between 60% and 80% of projects have actual effort values be-
tween 30% and 89% of the estimated values [MJ03]. While more recent data is not available,
judging from our experience, similar percentages would still be the case.

Software-aided methodologies consist of a computer system that provides an estimate, or
helps programmers arrive at one, by algorithmically analysing parts of the requirement or
the software under development. The most common methods used nowadays are parametric
estimation models, such as COCOMO and the Putnam model.

COCOMO uses three formulas that give effort applied in man-months, development time
in months and people required. It uses predefined constants for each of three types of projects.
It does not account for developer experience, available hardware resources and some other
factors [Boe01, BCH+00]. The Putnam model uses a formula for effort (expressed in person-
years) that includes the size of the product being developed, the productivity of the company
and the total scheduled time for the project [PM03].

Most of the existing computer-aided methods rely on software metrics of questionable
relevance and on other human estimates, such as complexity and productivity. This makes
them highly prone to large errors and far removed from the intuitive approach that most
programmers use when providing estimates.

2.2.1 Machine learning models using software metrics

By machine learning models using software metrics, we understand frameworks such as
COCOMO that are used together with more advanced, machine learning-oriented elements,
such as fuzzy logic, neural networks, Bayesian statistics and the like. We also understand
approaches that use pure machine learning algorithms applied exclusively on various project
metrics and indicators.

A Neuro-Fuzzy approach is used by Du et al. in conjunction with SEER-SEM in [DHC15]
in order to obtained lower MMRE values on four case studies consisting of COCOMO-specific
data. The obtained MMRE values using the classical SEER-SEM approach are between
42.05% and 84.39%. Using the Neuro-Fuzzy enhancement, they are between 29.01% and
69.05%, which is a significant improvement.

Han et al. apply in [HJLZ15] a larger set of machine learning algorithms: linear regression,
neural networks, M5P tree learning, Sequential Minimal Optimization, Gaussian Process,
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Least Median Squares and REPtree. The study is conducted on 59 projects having between
6 and 28 developers and between 3 and 320 KLOC. The obtained MMRE values are between
87.5% for the Linear Regression approach and 95.1% for the Gaussian Process model.

Bayesian networks, Regression trees, Backward elimination and Stepwise selection are
applied on various metrics from two software project data sets by van Koten and Grayin
[vKG06]. The best obtained MMRE is 97.2% on one of the projects, using Bayesian networks,
and 0.392%, using Stepwise selection, on the other project.

In a literature review of machine learning models applied to the SDEE problem [WLL+12],
Wen et al. show that MMRE values fluctuate a lot between different projects as well as
different learning algorithms. For example, for Case Based Reasoning, the survey found
experiments with MMRE values between 13.55% and 143%. Similar ranges were found for
Artificial Neural Networks, Decision Trees, Bayesian Networks, Support Vector Regression
and Gaussian Processes. The authors recommend that more empirical research be performed
regarding the feasibility of ML for SDEE, with a focus on industry applicability, which is
found to be low in the surveyed research.

In [UMWB14], Usman et al. obtain MMRE values between 66% and 90% using linear
regression. Using Radial Basis Function networks, MMRE values between 6% and 90% are
obtained.

According to our literature review, machine learning models applied on software metrics
provide better estimates than pure parametric models. The MMRE values are also less
spread out between different data sets, which makes machine learning models more reliable
and predictable from an accuracy point of view.

However, a remaining drawback of these approaches is the need for project software
metrics, which are not always available or would take substantial effort to collect properly.
Sometimes, various parameters must still be inputted by the developers, which takes about
as much time as it would take developers to provide their own estimates.

2.2.2 Machine learning models using text processing

To the best of our knowledge, the thesis by Alhad in [Sap12] is the only other research
that approaches the SDEE problem by inputting task descriptions directly to ML learning
pipelines. It uses a bag of words approach on keywords extracted from Agile story cards,
which it then feeds to multiple learning models, such as Naive Bayes, J48, Random Forests and
Logistic Model Trees. Experiments are conducted both with the Planning Poker estimates
included in the actual learning part of the pipeline and without. The author reports 106.81%
MMRE for Planning Poker estimates, and 92.32% MMRE using J48 (which outperforms the
other models) with the Planning Poker estimates excluded from the learning stage. Including
the Planning Poker estimates leads to slightly better results, although not enough so as to
not defeat the purpose of an automatic approach.

The approach classifies instances into classes representing Fibonacci numbers, in the same
way that Planning Poker estimates are provided.

Because we also use a similar text-based approach, we consider [Sap12] to be the most
relevant related work to compare ourselves with, although our data sets are different and
neither are publicly available.
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