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Introduction 

 

Cloud computing has changed and continues to change the way we do and think 

computation in any domains from scientific data processing and simulation to business 

related computing infrastructure, personal use or institutional use. In the very beginning 

of this new trend of cloud technologies, R. Buyya perceived cloud computing adoption 

as a leading factor to the creation of the 5th utility among existing ones like water, gas, 

electricity and telephony (Rajkumar Buyya, 2009). Nowadays, we are closer and closer 

to this vision, while telephony is automatically delivered with an Internet connection 

and sometimes with some associated cloud services like e-mail, storage or social 

networking. Still many challenges arise when bringing the cloud services adoption in 

the context of business, security and legal aspects. Adopting public cloud services at 

organizational level implies several questions and risks that need to be mitigated 

especially business continuity, data security and governance.  

According to an IDCI survey among the IT executives and Chief Information Officers 

(Subashini & Kavitha, A survey on security issues in service delivery models of cloud 

computing, 2011), 74\% of subjects considered data security as the main barrier for 

cloud service adoption in business. Cloud service adoption to organizational or 

institutional level implies several security challenges. Mainly, it implies a transition 

from a security model based on a strong corporate data ownership to a data-centric 

security model where third parties gain various responsibilities in storing and managing 

data. Outsourcing the company's information system management to a third party e.g. 

the cloud provider, increases the data security risks (Dorey & A., 2011). Nowadays 

public clouds are recognized as an indubitable solution to address the rising cost 

problem of the constantly increasing data volumes that need to be stored and processed. 

In this entire equation, the lack of trust between cloud consumer and cloud provider 

represents the main drawback against public cloud adoption.  

The question is how do we mitigate these aspects that generate mistrust between cloud 

providers and cloud adopters? Two possible and interrelated solutions arise from the 

literature study: Service-Level-Agreements (SLAs) and specific cloud attributes 

delivered "by-design". For example, if we position ourselves from an organizational 

perspective, organizations that rely on a cloud-based infrastructure the assurance of 

their business continuity is essential because their activities are dependent by the access 
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to their cloud-stored data and cloud-deployed applications. In the case of a service 

shortage, their business activity will be affected, leading to financial implications. From 

a cloud provider perspective the business continuity assurance translates to the 

delivered cloud service and data availability, formally defined in SLAs as a 

commitment of the cloud provider to their consumer. It is also a responsibility of the 

cloud provider that they will keep their service and data availability to a certain minimal 

operable level agreed in SLAs. From a  technical perspective, cloud technologies are 

seen as a stack of distributed hardware and software components, every component 

being prone to errors and failures. In this context, another question arises: How can a 

cloud provider commit to a SLA for these complex systems while their failure-prone 

factors and components cannot be fully controlled due to the probabilistic nature of the 

failures? A possible answer could be provided by putting in place some technical 

mechanisms that will assure appropriate and immediate intervention when these failures 

occur. The cloud provider could tackle the problem in an availability-by-design manner, 

by employing specific mechanisms that will ensure a certain service level of 

availability. These mechanisms could rely on replication, migration, load balancing or 

automatic backups. When comes to service availability, the challenge can be reduced 

to the manner of how these mechanisms should be combined and integrated in order to 

minimize the probability of service breach occurrence. 

While availability of a service can be easily expressed by the percent of guaranteed 

service up-time from the total contracted service time, another challenge is the data 

security dimension generating the main concerns for the business cloud adopters. While 

cloud computing is a distributed computing stack, every technology, every component 

that is part of that stack has its own vulnerabilities and security risks. These 

components, if combined together results a more complex schemes of vulnerabilities 

and threats of the cloud stack. Moreover, the unpredictability of a security threat to 

strike is greater than for a failure, and the impact could be substantially greater, leading 

not only to data leakage and loss but also to service and data unavailability. In the case 

of availability and failure management the human factor can be minimized and 

substituted with automatic mechanisms. This is not the case for cloud data security, 

where the human factor represents one of the biggest threats, for example a malicious 

insider or a motivated attacker. On the same track, data security, privacy and data 

confidentiality concerns can be mitigated on SLA agreement contracts, while data 
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privacy and confidentiality are to some extent subject to legal regulations. But still, 

cloud technologies are engineered to be mobile and location-transparent, meaning that 

data can easily cross the territorial and jurisdiction boundaries in its way to other data 

centers. The challenge in this context is how to specify SLAs and how to quantify the 

security level ensured by a provider to a customer? Again, the challenge could be 

tackled using on-design premises by employing the most suitable technical mechanisms 

to assure a provable level of data security risk as part of a security-by-design strategy. 

The security-by-design strategy consists in certain automatic security protocols and 

processes that secure data on-premises without any external trigger with the scope of 

minimizing the probability of unauthorized disclosure and altering. These mechanisms 

should always provide a provable and unconditioned level of security. In this way a 

cloud provider will be able to commit to certain security level SLAs by simply 

delivering services equipped with specific security mechanisms that are able to provide 

the requested data security level.  

Particularly, our current work addresses these challenges of service availability and data 

security (especially data confidentiality) in a SLA-driven and unified manner, providing 

specific solutions as building blocks for a trusted-by-design and business-friendly cloud 

framework. The directions are mainly set by the dimension of business continuity 

requirement and data security  with a strong emphasize on business data confidentiality 

in cloud storage systems. The relation between these two could be one of inclusion as 

the latest literature reviews consider service and data availability as a security matter 

when comes to critical business infrastructure.  

Current work consists of two parts, one introducing a novel approach to service 

availability using Fault Tree Analysis and  the other one tackling the problem of storing 

and protecting confidential data into public clouds, built using the same concepts 

borrowed from Fault Tree Analysis.  

The main objective of the current work is to provide autonoumous and delivered-by-

design approach to service availability and secure storage of high confidential data in 

public clouds using a unified SLA-driven manner. By "autonomous" approach we 

understand that the specific mechanisms are able to take decisions and trigger 

themselves without any external explicit intervention. By "delivered-by-design" we 

view our approach as integrated in the cloud framework and executed within standard 
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cloud-specific operations and work-flows. By "unified manner" approach we consider 

service availability as a key attribute for a business cloud infrastructure along with data 

security attribute which need to be tackled together not separately as the mainstream 

literature tends to tackle it. By a "SLA-driven manner" we assure that the proposed 

models for service availability and data security provide fully quantifiable and provable 

SLA attributes that a cloud provider can commit in the case of implementation of the 

proposed models in their cloud system. For example if we consider a SLA agreement 

that includes a 99\% service availability commitment, applying the model for service 

availability should effectively provide a 99\% service availability. On the other side, if 

the SLA agreement includes a risk of 0.1\% for unauthorized data disclosure, applying 

our data security model to store data into the cloud should always provide a maximum 

probability of 0.001 for unwanted data disclosure.  Both models are probabilistic 

approaches and we are using Fault Tree Analysis as the main theoretical toolbox for 

describing and implementing them. 

The current research work uses concepts from fault tolerance domain, data security, 

cloud computing and is positioned at the intersection of three fields: fault tolerance 

applied to cloud services with the scope of availability assurance, the field of data 

security models, both with application in cloud computing field. 

The overview of the thesis is as follows: 

Chapter 1. Fault tree models applied in Computer Science presents a general 

overview of the Fault Tree analysis concepts with their applications in the field of 

computer science so far. It surveys some of the representative academic literature and 

describes the main applications of Fault Tree Analysis. It also overviews the 

fundamental concepts related to Fault Trees like minimal cut set and methods for  

computing these sets while identifying some challenges regarding the applicability of 

large trees in computing. The applicability of those is mainly limited by the state space 

explosion problem. Fault trees are the main instrument used in our effort for describing 

and implementing the models that comprise the contribution of current work. 

Chapter 2. Service and Data Availability in cloud and distributed environments 

tackles the first track of the current work, and it overviews the existing literature, 

presenting the current concepts and relevant methods. The literature overview follows 

two main dimensions: one of a pragmatic approach to availability and  one of a 
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probabilistic approach to availability. Moreover, in the second part of the chapter we 

survey the most relevant approaches that tackle challenges related to cloud computing 

service availability. Both the academic literature point of view and the industry point 

of view are presented. 

Chapter 3. Data and service security in cloud environments tackles the second track 

of the current work and provides a review of up-to-date security issues, challenges and 

solutions in cloud computing, followed in the second part of the chapter by a short 

overview of legal, non-technical and non-functional security requirements and 

implications of using public cloud services.  

Chapter 4. Autonomous management of faults for cloud services presents the 

original contribution of this work included in the first track of the thesis - "service 

availability". Using autonomous fault tree analysis we introduce a fault agent model 

that is able to predict the future failure states of a service component and autonomously 

decide upon replication or migration operations in the scope of preserving the running 

state of the system and meet the SLA availability target. The approach is a probabilistic 

one, imposed by the usage of the fault tree analysis. In this chapter we describe our 

model applied for two scenarios: the independent running process and dependent 

running process. We describe the fault agent model that implements the fault tree, 

followed by the evaluation of it through empiric simulations, XEN based event traces 

and Failure Trace archive event traces used as input for the fault agent. The autonomous 

fault strategy consists in a distributed multi-agent and autonoumous fault tolerance 

protocol, offering passive and active replication techniques. We showed that mixing 

passive and active replication mechanisms in a probabilistic failure estimation 

approach, can significantly improve the resiliency of the system as compared to a 

standard passive replication benchmark without a considerable and systematic increase 

in resource usage. 

Chapter 5. Data confidentiality protection in cloud storage using fault trees tackles 

the original contribution of the current work on the security track by introducing a 

unique protocol for storing and protecting confidential business data into a 

private+public cloud storage setup. It does not require the classic crypto-mechanisms 

for protecting data from unauthorized disclosure.Our approach is based on a secret 

sharing scheme that has two main components: an algorithm for splitting the secret into 
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shares and an algorithm for distributing the shares as efficient as possible from the 

security point of view. The secret is considered to be a file that contains confidential 

data which is split using two entropy-based algorithms. These algorithms will assure 

the splitting of shares in such manner that every share should carry minimum amount 

of information relative to the entire information carried by the secret. The secret sharing 

strategy is defined in a public+private cloud setup with multiple storage volumes at 

disposal, where the secret is distributed in a way that minimizes the probability of an 

attacker to reconstruct the secret without the distribution map that is always stored on 

the private cloud infrastructure. The considered attacker model is the "malicious 

insider". The proposed strategies for secret sharing in the cloud are in number of two: 

a probabilistic one and a fault tree based one - both looking to minimize the probability 

of unauthorized reconstruction of the secret. The model is evaluated using simulations 

through analysis of the probability evolution and through brute force setup simulations 

that provide an out-of-the box evaluation of the algorithms. Evaluation of both 

strategies showed that the probabilistic approach strategy provides better security level 

(smaller probability of data disclosure) for small files, while the fault tree based strategy 

provides better security level for large files. When compared with a random process of 

splitting and distributing files, our approach constantly minimizes the probability of 

reverse engineering and provides better and uniform resource utilization compared to 

the random process. Moreover the chunk distribution algorithms runs in polynomial 

time O(n3) while the splitting algorithm are of O(n2) complexity. 

Conclusion and future work is the final chapter of the thesis and comprises the 

conclusions of our research effort, the findings, while providing an overview of the 

scientific contribution included with possible future work and enhancements.  
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Chapter 1. Fault tree models applied in computer science 

 

Fault tree analysis was first introduced in 1961 by H. A. Watson and later in 1975 was 

introduced by U.S. Nuclear Regulatory Commission as the main instrument used in 

their reactor safety studies. The same commission defines the fault-tree model as an 

analytical technique where the undesired state of the system and subsystems are 

specified and then the system is analysed in the context of the system's environment to 

asses possibilities in which the undesired event can occur \cite{haimes2005risk}. We 

applied the concepts of fault-tree analysis in the context of virtualized environments in 

a distributed and multi-agent approach.  Every agent is capable to autonomously 

evaluate the health state of a virtual machine based on the events triggered in the 

environment (errors or other events) using fault trees. Fault trees can capture the reliable 

or unreliable state of one system. Basic fault tree analysis uses  graphical tree 

representation of failure nodes connected together by gates (AND/ OR) resulting in new 

failure nodes. Every node is the equivalent of a subsystem and is characterized by the 

estimated probability of failure of the  subsystem.  Basically we use 2 simple concepts 

from Fault Trees: (1) the analysis procedure of the series system and (2) the analysis 

procedure of the paralel system : 
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Bill Vesely (Vesely, 2016), a NASA expert, defines Fault Tree Analysis as a 

"Systematic and Stylized Deductive Process" for assessing  the fault risk using a fault 

tree which can illustrate the logical event relations in a chain of a undesired events. The 

same author presents some scenarios when Fault Tree Analysis(FTA) is used in safety 

analysis like: identifying the causes or weaknesses of system failures, safety and 

reliability design of a certain system, quantifying the probability of system failures.  

 

 

We can also identify advantages and disadvantages in using FTA.  

Identified advantages of FTA:  

1. visual representation of cause-effect relatonships in chains of system 

failure events; 

 2. suitable for complex systems like aircrafts, space ships or complex 

distributed computers; 

 3. is a probabilistic model based on mathematics theory - scientific 

proven and applicable in physics, chemistry and engineering; 

 4. it allows to rigorously  argument about the completness of a fault tree 

model;  

 5. it is tree-based representation, which can be easily implemented and 

applied in computer science; 

 6. it is versatile because it does not impose very specific maths for 

computing probabilistic indicators. 

 7. the probabilistic calculus can be easily adapted to the application 

domain by using the most appropriate mathematical methods that suits the best 

with the formalized phenomenon as we can see in the following paragraphs; 

Identified disadvantages of FTA:  

 1. probabilistic model - it provides an estimation of the risk index;  

 2. incomplete or partial information - it takes into consideration only 

events that are relevant for the root failure event of the system; 
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 3.  the use of dynamic fault trees in complex system failure models can 

lead to node state explosion causing very large tree models and the usage of 

exponential distributions for modeling the event probabilities can decrease the 

modularization of the tree; 

 4. the tree can become very large and challenging to process when the 

system is very complex and is composed of many sub-systems; 

 5. incompleteness of information about fault events ca be a challenge in 

quantification of bottom fault events and probability estimation; 

The main tracks for applying fault trees to computer science are: 

1. Theoretical applications in computer science 

2. Expert systems: 

3. Software reliability studies 

4. Information systems security 
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Chapter 2. Service availability and data security in cloud and 

distributed systems 

 

The adoption of the 5th utility provides tremendous utility for the end consumers in a 

pay-per-use model subscription which allows immediate access to a cloud service (on-

demand provisioning), immediate scaling of the resources as a response to the end-

users' fast changing requirements and expectations (elasticity), efficient cost 

management and subscription (pay-per-use model), easy software licensing or 

pervasive access. On the other side, the 5th utility brings some new challenges too, like 

service availability, reliability or data security. 

In our opinion, cloud computing services will reach to an adoption level where it will 

create dependency  regarding the current activities, like any other utility. For example, 

if we consider an office building where every employee is using a computer to finish 

their usual tasks and a power shortage takes place in that building, the activity of the 

business will be severely affected while the employees cannot work on their tasks until 

the power will be reestablished. Now imagine a scenario in which the activity of the 

business is based on software and computation resources provided by a cloud provider. 

If the cloud services will be going down we will run in a similar situation of an entire 

or partial blocked activity. Moreover this faults cost money for the business and can 

lead to loss of data and work, and this is why, in our opinion, the availability and 

reliability of the cloud services are among the biggest challenges that the fifth utility 

adoption brings. 

In the majority of cases, service availability discussions are positioned within the 

context of SLAs (Nabi, Toeroe, & Khendek, 2016) and we identified two main 

approaches of defining availability in cloud computing and distributed environments: 

1. The pragmatic approach where availability is defined as a percentage 

metric expressing the total service running time from the total time in which 

the SLA was active. We consider that an SLA is active while it still has 

consumer subscribers. This approach is more used by the industry leading 

cloud providers like Google, Amazon or Microsoft in specifying their SLAs 

and is based on direct measurements and metric specifically designed for 

every platform or service they provide.  

2. The probabilistic approach where availability is defined as the 

"probability that the system is operational when required" \cite{tl9000}. 

This approach is a more generic one and it can provide an estimation of the 

future delivered service availability. It can be expressed as a statistical 

estimation in form of a fraction between the Mean Time To Failure and the 

Mean Time Between Failures \cite[p.36]{bauer_book} \cite{toeroe_baum}, 
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or it can be expressed mathematically using the probability theory specific 

concepts. 

Nabi et. al. (Nabi, Toeroe, & Khendek, 2016) provide a comparison between how 

availability is defined by academic literature and well-known cloud providers like 

Amazon, Google or Microsoft. The academic literature use either the ratio between 

uptime and total time to quantify availability, including or excluding maintenance 

downtime intervals, while others have a probabilistic approach basing their availability 

definitions on SLA and expressing it as the "probability of providing service with 

respect to defined requirements". Our approach is based on the second one, using the 

probabilistic approach based on SLA availability requirements. Getting back to cloud 

provider's overview of availability quantification, the same paper \cite{Nabi201654} 

provides a short description of the availability SLA definition for Amazon, Microsoft 

and Google: 

 Amazon's approach is monthly based, it differs in some aspects 

according to service type, and monthly availability is expressed as 

difference between 100\% and the percentage of service unavailability 

minutes per month. A commitment for guaranteed availability implies 

that the user to use at least two availability zone; 

 in Google's approach, only downtime periods are counted, a downtime 

period is considered as five consecutive minutes of service 

unavailability and any downtime bellow five minutes is not taken into 

account; 

 Microsoft's approach is more sophisticated by detailing the calculation 

of maximum of availability and unavailability time in a month to 

calculate the up-time percent. Generally the availability is the percent of 

the set time window in which the system is able to operate. The failure-

prone components are also included in different update and fault 

domains: an update domain is defined as a set of servers in which are 

applied the same updates resulting different release versions. A fault 

domain consists in a set of servers or virtualized components that share 

the same resources. Deploying replicated virtual machines in different 

fault domains should lower the probability of total service unavailability 

due to power, hardware or network faults. 
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Chapter 3. Data and service security in cloud environments 

 

The study of a system's information security starts with identifying the system's 

characteristics and behaviors followed by searching for the main challenges, risks or 

threats to which these systems are exposed. Cloud computing follows the same pattern 

but due to the fact that is composed by software and hardware stacks, the challenges 

and threats are present to every level of the cloud stack. Beside these, virtualization 

represents a key concept and technology in the context of cloud services which mainly 

assures the elastic provisioning of the resources, user-level isolation in some use cases 

of IaaS, and easy resource management, monitoring and delivery. The first definition 

and classification of cloud service delivery is introduced by NIST according to which 

Cloud computing is a  "computing model for enabling ubiquitous, covenient, on 

demand network access to a shared pool of resources that can be rapidly provisioned 

and released with minimal effort or provider interaction". The definition indirectly 

raises some security challenges like ubiquity, network access, shared pool of resources 

or minimal provider interaction. The same document identifies some essential 

characteristics of the cloud services (on-demand self service, broad network access, 

resource pooling, rapid elasticity, measured service), three models of delivery(Software 

as a Service - SaaS, Platform as a Service - PaaS and Infrastructure as a Service - IaaS) 

and the four well known models of cloud deployment(private, public, community and 

hybrid cloud). Security in the technological context of cloud computing represents a 

complex issue and context-specific, every service type characteristic and delivery 

manner is adding new gaps and challenges from the data security point of view. 

Khorshed et. al. (Khorshed, Ali, & Wasimi, 2012) identified several challenges and 

gaps for cloud computing and classified them using a Support Vector Machine learning 

strategy as the best method for classifying  threats in cloud computing. According to 

their study, the main challenges for security point of view are:  

 the new features that cloud computing introduced: virtualization, multi-tenant 

environment, on-demand, "as a service" delivery; 

 the new attributes of the computing model: autonomic, globalization, self 

management, distributed infrastructure; 

 the new service models: SaaS, PaaS, IaaS and many more arising on the market; 

 deployment models of the cloud services; 

 the role definitions of the interacting parties: cloud provider, cloud broker, 

vendors and cloud consumer or cloud user; 

 locality and location transparency of the cloud services: quality of service, SLAs 

and legal issues; 

The gaps identified are:  
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 trust between parties due to minimal interactions, autonomic manner 

and all the externalization processes involved; 

 security threats, their complexity and diversity; 

 hardly quantifiable risks of technical and business nature; 

We can identify here a "critical trio" formed by three key elements referring to data 

security and availability: data security "directly affects" data availability "directly 

affects" service availability with serious implications in the business continuity of the 

organizations that rely on these cloud-based services. For example, a data corruption or 

unauthorized deletion due to a security incident may induce unwanted behavior at the 

service level which uses the affected data storage resource. Further more the business 

processes using the affected service are delayed, restoration and investigation effort is 

needed as a response for the incident, implying service down-times during restore 

procedures and further implying human resources to be allocated to investigate and to 

provide a resolution for the problem..   
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Chapter 4. Autonoumos management of faults for cloud 

services 

 

We elaborated a fault tolerance algorithmic strategy consisting in a distributed multi-

agent and autonoumous fault tolerance protocol, offering passive and active replication 

techniques. We showed that mixing passive and active replication mechanisms in a 

probabilistic failure estimation approach, can significantly improve the resiliency of the 

system as compared to a standard passive replication benchmark without a considerable 

and systematic increase in resource usage. The Fault Tree based model consists in a 

novel approach to autonomous management of virtual machine faults suitable in both 

IaaS and SaaS  by designing a fault agent which can reside in virtual machines or 

generally on service instances. Using fault tree analysis it can decide whether the 

service instance is reliable or not in the scope of avoiding QoS policy breach. The model 

uses a strategy which combines the fault tolerance achieved trough active replication 

and passive replication: when replication strategy fails too, the migration process of 

service instance is used in order to avoid general faults. We evaluated the model using 

a practical approach by generating virtual machine events traces from production Xen 

engine logs followed by using Failure Trace Archive datasets. We showed that after an 

error event is raised, several consecutive non-error events can have the power to 

reestablish the reliable status of the service instance. The presented results are for the 

LANL, failure traces but the model has been successfully applied on P2P, Grid, Web, 

DNS archives provided by the FTA, results which are also briefly depicted in 

appendices. The main advantage of the presented fault avoidance strategy at the service 

level is that the third replica is created only on demand and the required resources are 

not used from the start, resulting in a more efficient mechanism for resource allocation, 

while having the capability to provide higher service availability. The main 

disadvantage of this strategy would be timing: in order for the migration process to be 

successful, the migrated instance should be in a healthy state, implying the usage of a 

probabilistic provisioning system for predicting the future fault state of an instance and 

to be able to start migration process before the migrated instance is faulty.  
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Chapter 5. Data confidentiality protection in cloud storage 

using fault trees 

 

The chapter presents a secret sharing scheme applicable in a hybrid private-public cloud 

for secure storage of data in public storage cloud services. We tackled two main 

challenges: 

(1) splitting the ”secret file” into shares using entropy and relative entropy as metrics 

for security-driven optimality identification, and we proposed two versions of the same 

algorithm for splitting the file into chunks that have minimum informational content 

relative to the entire file; 

(2)propose two strategies of storing the data into the cloud that minimizes the risk of 

unauthorized data disclosure with an optimum usage of the available storage resources.  

Both versions of the file splitting algorithms are using the same metric indicators, the 

Information Entropy and the Kullbach-Leibler entropy to find optimal file chunks that 

will represent the secret shares to be distributed among sharers. The first version of the 

file splitting algorithm uses a well defined and fixed search space, while the second one 

uses a variable search space, both versions being sub-optimal solutions of the same 

problem.  

The second version is an enhanced one because it provides better outcome compared to 

the first version with limited search space. 

We showed that the two splitting algorithm runs in a polynomial time of O(n2) and 

provide better and superior results compared to a random process of file splitting: better 

K-L values with better chunk sizes and lower number of chunks per file.   

The distribution of the secret shares(file chunks) is tackled using a probabilistic strategy 

based on Bernoulli Trials computation and a Fault Tree based strategy respectively. The 

last one employs two fault tree models and merges them in a manner that will minimize 

the general fault probability. Evaluation of both strategies showed that the probabilistic 

approach strategy provides better security level (smaller probability of data disclosure) 

schemes that have less than 1000 shares (small file sizes), while the fault tree based 

strategy provides better security level for schemes that have more than 1000 shares 

(large file sizes). The modeling and evaluation of the secret shared scheme model was 
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conducted considering a malicious insider opponent which in our opinion, is the most 

dangerous  and severe threat for data security and confidentiality in cloud. 

We showed that our distribution approach provides better results when compared with 

a random process for distributing files. It constantly minimizes the probability of 

reverse engineering a file and provides better and uniform resource utilization 

compared to the random process. Moreover the chunk distribution algorithms runs in 

polynomial time $\theta(n^3)$. There are no limitations regarding the number of chunks 

or the number of volumes that can be used for chunk distribution. Considering the 

complexity of the algorithms the running time will increase as number of chunks and 

volumes increase.  

We can find applicability of our work in storing cloud medical data, business data or 

institutional data using a private-public cloud setup. 
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Chapter 6. Conclusions and future work 

 

Our research effort was concentrated on two main tracks: availability - chapter 

2 and 4 and data security - chapter 3 and 5. Chapter one was concentrated in 

introducing the main toolbox -of Fault Tree Analysis, used for tackling our 

challenges. Fault Tree Analysis is a powerful instrument in analyzing and 

estimating the failure risk of a complex system where several states 

combinations can appear. In the recent years, with the introduction of distributed 

and cloud computing technologies, Fault Tree Analysis was not yet extensively 

used to solve complex problems of system failures or security risk assessments. 

Isolated approaches start to arise in the last 2-3 years in the academic literature. 

One of the main original contribution of our work is that using automated Fault 

Tree Analysis we introduce an autonomous failure management system model, 

suitable for cloud and distributed computing that aims to avoid QoS breaches 

committed in the SLA. Also we introduce a security model based on a secret 

sharing scheme in which the secrets are shared using a Fault Tree - based 

algorithm that minimizes the probability of security breach. Moreover, on the 

security side we solve the problem of secret sharing both using a pure 

probabilistic traditional approach and using a novel approach based on fault 

trees.  

The relation between availability track and the security track is one of inclusion, 

while latest literature review indicates that availability of critical infrastructure 

can be seen as a matter of security. This fact is driven by the business continuity 

requirement raised by the customers that have contracted cloud services mainly 

for business use. From the early stages of public cloud advertisement and 

introduction, the challenge of trust between the cloud provider and cloud 

consumer has been raised, especially when it comes to moving private and 

confidential information into the cloud. This type of trust was also seen as the 

main drawback for businesses to adopt cloud services on a large scale. The 

proposed solution was a better transparency between cloud provider and 

consumer regarding the service delivery operations and commitments. In our 

opinion nowadays, this transparency requirement is tackled mainly through 

audits and less through SLAs and bilateral commitments. Following this idea, 

our availability and confidentiality mechanisms provide an SLA-driven 

approach through "on-design premises of cloud attributes for security and 

availability" as follows: 

1. the fault model uses the committed availability percentage in the 

SLA as a reference metric and employs autonomous strategies of 

replication and migration in a multi-agent manner, to assure the 

system is meeting the availability SLA requirement; 
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2. the data confidentiality model provides "security-by-design" 

mechanisms that if employed, will provide a certain provable and 

quantifiable level of security risk that can be guaranteed in the SLAs 

for certain setups and scenarios; 

The main contributions of our research effort are as follows: 

I. We introduce an autonomous fault tolerance model using basic Fault Tree 

Analysis  suitable for cloud and distributed environments,using as input system-

specific event logs and based on a simple Fault Tree that predicts possible 

failures, autonomously takes appropriate decisions in order to preserve the 

service delivery in the SLA-specified availability terms. We tackle the problem 

in a multi-agent setup with limited resource pools, while extending the 

CloudSim simulation environment to enable Fault Tree Analysis for clouds and 

to evaluate our model. The fault agent model uses as main strategy the live 

migration of the service when the strategy of replication presents a high 

probability to fail. The fault model has been evaluated in the first phase using 

fault events generated from an empirical Poison distribution, then we use as 

input the event log traces from a XEN  hypervisor, continuing with the 

evaluation of the model based on LANL failure trace dataset provided by the 

Failure Trace Archive. Experiments have proven that our strategy is suitable for 

assuring availability in cloud and distributed environments. 

II. We introduce a data confidentiality protection model built on the premises of 

"security-by-design" applicable in a private-public cloud data storage setup. The 

model consists in a secret sharing scheme strategy:   

a. the secret splitting strategy is accomplished by two versions of the same 

algorithm both based on Shannon Fano entropy and Kullback-Leibler entropy. 

It aims to split the secret(file) in shares in  a manner that every share(chunk) to 

carry minimum information relative to the entire information carried by the 

secret. The solutions provided by these algorithms are sub-optimal, one version 

of the splitting algorithm uses fixed-limit search space strategy, while the 

second version of the splitting algorithm uses variable search space strategy 

which provides better results; 

b. the secret share distribution consists in distributing the secret shares into the 

cloud storage volumes in a manner that will minimize the probability of an 

attacker to reconstruct the secret and gain unauthorized access to the 

confidential data carried by the secret. We propose two strategies for achieving 

this: the first one is a pure probabilistic approach which  minimizes the 

probability of secret disclosure based on Bernoulli Trials computation and the 

second strategy uses fault trees to model the possible attack behavior and 

compute the best shares distribution that provides minimum disclosure risk. The 

four algorithms comprise the secret sharing scheme that is evaluated through 

simulations and we show that the probability of unauthorized disclosure is 
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constantly minimized. We also evaluated the algorithms outcomes through 

independent proxies like Levenshtein distance in evaluation of the secret 

splitting algorithms and brute-force attacks simulation for the distribution 

algorithms evaluation. We showed that the two splitting algorithm runs in a 

polynomial time of $O(n2)  and provide better and superior results compared to 

a random process of file splitting: better K-L values with better chunk sizes and 

lower number of chunks per file. We also showed that our distribution approach 

provides better results when compared with a random process for distributing 

files. It constantly minimizes the probability of reverse engineering a file and 

provides better and uniform resource utilization compared to the random 

process. Moreover the chunk distribution algorithms runs in polynomial time 

O(n3). 

Other relevant contributions to Fault Tree Analysis: 

1. FTA is mainly used as an analytic tool for evaluating systems in terms 

of safety and reliability, while we enable FTA for autonomous 

reasoning and decision making, extending the applicability of Fault 

Trees in Computer Science; 

2.  in our approach to FTA, the state space is a dynamic one and 

abstracted in form of probability of system failure inducement - the 

approach was imposed by the existing large number of events in 

complex distributed system which otherwise would lead to the state 

space explosion issue; 

3.  while classic FTA approaches takes into consideration only the 

"negative" states in a system   - the states that describe an event of 

failure, in our approach, we consider not only event states that describe 

a failure in the system, but those event states that describe a non-failure 

event or a recovery event too; this is one of the aspect, in our opinion, 

that enables the fault tree models to be used for autonomous decision 

making. Moreover we do not use the method of determining the 

minimal cut set which can be computationally costly because the 

introduced model already describes a minimal cut set for a general 

failure in a certain setup from a cloud environment;  

Other relevant contributions: 

1.  we use FTA implemented in a multi-agent setup for real time prediction and 

monitoring of system reliability - a probabilistic approach in decision 

making for QoS breach in cloud environments; 

2.  we survey FTA and Fuzzy FTA literature to provide a comprehensive and 

comparative overview of the applicability of these concepts with their 

strengths and drawbacks; 
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3. we overview the literature related to service availability in cloud and 

distributed computing following two tracks of pragmatic approach to 

availability along with the probabilistic one. 

4.  we provide a prototype for building a FTA-based versatile and inter-

operable fault management system, suitable for different distributed systems 

implementing a hybrid solution of pro-active-reactive technique in failure 

mitigation; 

5.  we survey latest literature in data security in relation with availability. 

Availability has two dimensions here: a purely functional  - expressed as a 

SLA metric for quality of service delivery and a security dimension while 

unavailability of services may directly affect business continuity; 

6. we introduce a utility-based, SLA-driven secret sharing model that on-

premises protects confidential data stored in public clouds and provide 

certain quantifiable and provable levels of security in different setups. The 

probability of unauthorized data disclosure that the secret sharing scheme is 

based on, can be seen as a metric for quantifying the security risk level 

associated to the protected data in different scenarios. From a cloud provider 

point of view, which employs our secret sharing scheme to protect data, 

these levels of security can be used for defining and committing to data 

confidentiality protection SLAs. 

Future research directions could represent: 

1.  a comprehensive overview of the performance overhead that the presented 

solutions adds on top of an existing infrastructure implementing those 

models; 

2.   defining an associated cost model that can be associated with the 

implementation of these models in cloud computing infrastructures - the cost 

of security and the cost of availability in a pay-as-you-go fashion; 

3.  study and enhance the availability and data security models in a real world 

setup of distributed clouds or server farms; 
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