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Figure 3.1: Parameter dependence of dynamics in -SAT, -SAT and -SAT problems with fixed size and varying constraint density. For each ( , ) on the map

randomly chosen satisfiable instances are solved. The color indicates the fraction of solved problems (see color bar). Simulationswere performed on -SAT problems (first

row) with = and constraint densitiesα = . , . , . (left to right), -SAT (second row) with = andα = . , . , . , and -SAT (third row) with

= andα = , , . . The optimal parameter regions are shown with orange squares on the color maps. In the last column the optimal regions of the three

maps are compared in each particular row (black, red, green from left to right), by drawing the frames of these regions (see legends)





4



/

/

,

=

α = .



Figure 4.1: Color map on a small system to map the , parameter region in presence of colored noise. For each

∈ [ , ), ∈ [ , ) on the map there are randomly chosen satisfiable -SAT instances with = ,α =
. , = solved. The color represents the fraction of solved problem (see color bars): a) without noise, b)

with colored noise (τ = , = . )
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P" Es" n(Es)" E0" Emin" Ppred(Es/1)"
119# 10# 4# 2.9# 3# 213#
…# …# …# …# …#
373# 10# 8# 6.6# 7# 598#
398# 9# 1# 7.0# 8# 4452#
…# …# …# …# …#

1385% 9% 10% 6.1% 7% 2196%
1472# 8# 1# 6.3# 7# 33096#
…# …# …# …# …#

5821% 8% 11% 5.4% 6% 10793%
5909# 7# 1# 5.3# 6# 240872#
6694# 7# 2# 5.0# 6# 86523#
7370# 7# 3# 4.8# 5# 57276#
7379# 7# 4# 4.6# 5# 39759#
7745# 7# 5# 4.5# 5# 33454#
9215# 7# 6# 4.4# 5# 31589#
13434% 7% 7% 4.5% 5% 40357%
15777# 6# 1# 4.4# 5# 2320334#
86072# 6# 2# 4.8# 5# 79708643#
93334# 6# 3# 4.6# 5# 9680801#
176968# 6# 4# 4.7# 5# 26144392#
177629% 6% 5% 4.6% 5% 10482130%
189562% 5% 1% 4.1% 5%
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Figure 5.1: Performance of the algorithm illustrated on an extremely hard benchmark problem having = vari-

ables and a typical hardness α = . , the maximum time set for = and = . . a) - number of

trajectories, - the lowest energy found until that point, ( ) - the number of times this minimumwas found, - the

parameter obtained by fitting and predicting and estimating ( − ) - the number of trajectories needed to

find a lower energy. The algorithm estimates the escape rate and performs a prediction at each shown in the table,

for the lines outlined with bold and colored we show the fit in b). c) The relevant parameter is shown as function

of . It heavily fluctuates at the beginning when the statistics is small, but as the statistics increases it stabilizes in the

∈ [ , ) interval, convincingly predicting = already after = up until the point when it finds this

energy at = . At this point we do not have a precise estimation forκ( ) because it has been found only once

( ( ) = ), but the estimation remains the same, convincing the algorithm to accept = and stop searching

further.
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Figure6.1: AsymmetricCellularNeuralNetworkonprintedcircuit board. Printed circuit board realizationofourAsym-

metric Cellular Neural Network model, created by András Horváth and Dóra Babicz from the Faculty of Information

Technology and Bionics of the Pázmány Péter Catholic University (Budapest, HU)
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