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1 Introduction

Robotics related research has gained a lot of popularity in the last decade due to

a significant increase in automation in different industrial and commercial applica-

tions by means of robots. One of the most important goals of robotics is to develop

intelligent robotic agents capable of evolving autonomous decision making mecha-

nisms and learning new skills. Our work focuses on robotic motion control, which

we consider to be a crucial prerequisite for any robot in order to operate in an un-

certain and unstructured environment.

Although much progress has been made in this area of research, the acquisition

of otherwise basic abilities like walking or grasping with multi-degrees of freedom

robots, sill cannot be fully accomplished by means of autonomous learning. Re-

searchers in neuroscience have shown evidence [Kawato, 1999] that biological sys-

tems handle the problem of motor control based on estimated internal world mod-

els, which are effective in predicting the outcome and long-term consequences of

executing motor commands.

To accomplish motor control in a similar fashion for robotic agents both mathe-

matical and algorithmic tools need to be employed for the development of internal

models and decision making mechanisms. An important characteristic of the learn-

ing problems treated in this research is the unsupervised nature of learning, the need

for autonomous knowledge acquisition through data acquired during environment

interaction. Therefore our proposed methods and algorithms are based on machine

learning methods from the framework of reinforcement learning. Applying rein-

forcement learning algorithms for the control of realistic robotic systems, however

proves to be challenging even in simple settings, where the robot has only a small

number of possible states and actions. These difficulties can be attributed mainly

to the exponential increase of the search-space volume with the increase in degrees

of freedom of the controllable robotic system and the high uncertainty which is the

result of physical imperfections of robot components. The number of experiments

that can be performed on a physical robot is also limited, which is a consequence

of both physical and temporal constraints and this alone makes it impossible to rely

on exhaustive search algorithms. The goal and motivation of this thesis is to ad-

dress some of the fundamental problems of developing intelligent learning models

in robotic control, by introducing novel reinforcement learning methods specifically
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designed for the robotic control domain. The main problem areas that we have

put special emphasis on, are the treatment of continuous state-action spaces, treat-

ment of uncertainty, on-line(real time) operation, sample efficiency and the inference

of structural properties of the learning system from data gathered during environ-

ment interaction. For the purpose of validation we make use of a series of realisti-

cally simulated robotic control tasks with continuous state-action spaces, noisy state

transitions multiple degrees of freedom.

2 Reinforcement learning for robotic control

Robotic locomotion is accomplished by sending control signals to actuators based

on an action selection policy. Motor control policies define an action selection mech-

anism which enables the robot to generate motion sequences for the execution of

certain tasks with a predefined goal. Formally a control policy (CP) is represented

as a parameterized function a← πθ(s, t), which is a mapping from a state s to an ex-

ecutable action a. In case of a real life robot a state is represented by a vector which

can contain kinematic, dynamic and sensory informations whereas the actions are

for example a set of torque values for the different joints. The learning of an optimal

control policy is accomplished by interacting with the environment and adjusting

the decision making mechanism based on sensory information received after the

execution of certain actions. Autonomous robotic learning also imposes some con-

straints on the range of tools that can be used for its accomplishment. Opposed to

supervised learning, we have to choose methods from within the framework of re-

inforcement learning(RL) where no predefined training data is available in form of

optimal actions. The robot only knows how to measure the utility of an action, and it

is supposed to learn a good control policy by interacting with it’s environment and

maximizing the received feedback based on the utility measure, also called Reward.

In the majority of control tasks, however maximizing the immediate reward is in-

sufficient for optimality, therefore delayed rewards need also be taken into account.

In other words, the agent has to learn which of its actions are the most optimal,

based on rewards that can take place arbitrarily far in the future. A common as-

sumption is that a description of the environment and robot or a state-variable at

a given time t contains all the relevant information to make decisions, called the

Markov property. As a consequence the conditional distribution of future states de-
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pends only on the current state [Papoulis, 1991]. Problems of sequential decision

making with the Markov property are mathematically modelled by a Markov De-

cision Process(MDP). They provide the mathematical foundations for the earliest

solutions of the sequential decision making problem, and have played a central role

in the development ofRL.

Definition 1. A continuous Markov Decision Process is a quadruple M(S,A, P, R) where

the following notations are used: S is the set of states,A is the set of actions, P : S×A×S→
[0, 1], written as P (s ′|s, a) is the probability of arriving in state s ′ when taking action a in

state s. P is called the transition probability or the model of the environment. R : S×A→ R,

r = R(s, a) denotes the reward function.

As an abstraction of the decision making mechanism driving the robot, we de-

fine a parameterized policy π : S × A → [0, 1] in form of a probability distribution

over state-action space, a mapping from each state s ∈ S and action a ∈ A through

the conditional probability π (a |s) of taking action a while being in state s. Non-

deterministic policies are obtained by adding a Gaussian exploratory noise with co-

variance Σex = σexI to a deterministic controller function f : S→ R.

πθ(a|s) = f(s,θc) + ε ε ∼ N (0,σεI)

=
1√
2πσε

exp
(
−
(a− fθc(s))

2

σ2ε

)
(.1)

where πθ(·, s) is the parameterized controller with parameter vector θ =
[
θTc σε

]T
,

ε is the zero mean Gaussian noise term with standard deviation σε and θc is the

reduced parameter vector of the controller. The controller function is central for

movement generation and throughout the scientific literature it has been defined in

many different ways: trajectory generating controllers like spline-based trajectory

generators, dynamic motion primitives, and direct torque controllers like the cere-

bellar model articulation controller (CMAC). The solution of a sequential decision

making control problem is the optimal policy π∗ maximizing the expected return :

π∗ = πθ∗ = argmax
π

(Jπ) , with Jπ = Eπ

[ ∞∑
t=0

γtrt+1

]
(.2)

Where Jπ is the objective function of the optimization problem, an expectation of the

discounted reward; the expectation being computed for the policy πθ and r1, r2, . . . are

instantaneous rewards. During environment interaction the data gathered through
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sensory measurements is used to build up models of optimality upon which action-

selection mechanisms can be built. These models are called value functions, they

can be associated to either state or state-action space:

Qπ(s, a) = Eπ

[ ∞∑
t=0

γtrt|s0 = s, a0 = a

]
(.3)

Classical reinforcement learning methods are all based on the estimation of value

functions which serve as an intermediate step between experience accumulation

and policy generation. Bellman’s equations play a central role in this regard.

Qπ(s, a) =
∑
s ′∈S

P(s ′|s, a)
∑
a ′∈A

π(a ′|s ′) (R(s, a) + γQπ(s
′, a ′))

A large number of algorithms have been developed based on the recursive rela-

tion between value functions and the contractive properties of the Bellman equa-

tions.Their application to robotic control however is limited since exact tabular rep-

resentations become impossible for continuous state-action spaces and the use of

parametric function approximation is unstable.

Another policy learning approach, the family of policy gradient algorithms is

more suited for the robotic control domain. It optimizes a parameterized policy πθ
by stochastic gradient ascent, where the objective function is the same as before,

and the gradient is estimated from experience gathered through environment inter-

action.

∇θJ(θ) = Eτ

[
H−1∑
t=0

∇θ logπ(at|st)R(τ)

]
τ = {(s1, a1, r1), . . . , (sH, aH, rH)} (.4)

Where τ is a trajectory i.e. a sequence of state-action pairs visited during an experi-

ment of H steps, and the rewards received. When formulated in this form, the gra-

dient can be approximated by Monte Carlo integration, by taking the average over a

number of controller output histories [Williams, 1992]. Extending these algorithms

to continuous state-action spaces is done mainly by using function approximation

to represent value functions, however this raises convergence problems and can in-

troduce bias in the estimates. In this work we make extensive use of non-parametric

function approximation, namely Gaussian process regression, to represent knowl-

edge and uncertainty throughout the learning process. Our novel robotic control

methods are all based on building up an internal model of optimality by means of

a GP and using it efficiently to direct the environment interaction process and learn

optimal control policies.
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3 Non-parametric approximation of value functions for

robotic control with proper uncertainty treatment

Building models of optimality in form of value functions is an important element

of all reinforcement learning problems. To cope with the problem of handling con-

tinuous state-actions spaces and high degree of uncertainty in robotic control, we

analyzed the use of non-parametric function approximation specially emphasizing

the benefits and drawbacks of using Gaussian processes for the purpose of approxi-

mating state and state-action value functions [Jakab and Csató, 2010]. We model the

value function by placing a Gaussian prior directly in the space of functions. Dur-

ing environment interaction we obtain a sequence of n state-action pairs and cor-

responding rewards in form of a trajectory: τ = [(s1, a1, r1), . . . , (sH, aH, rH)]. After

performing m trajectories we obtain a training set D = [(x1, r1) . . . (xn, rn)], ,where

n = mH. Using the state-action pairs as training points xt
def
= (st, at) ∈ D and the

corresponding cumulative returns Ret(xt) = Ret(st, at) =
∑H

i=t γ
i−tR(st, at) as train-

ing targets we obtain a fully probabilistic model in form of a Gaussian posterior for

the value function:

QGP |D, xn+1 ∼ N
(
µn+1, σ

2
n+1

)
µn+1 = kn+1αn σ2n+1 = kq (xn+1, xn+1) − kn+1Cnk

T
n+1, (.5)

where αn and Cn are the parameters of the GP – for details see [Rasmussen and

Williams, 2006] – with the following form

αn = [Knq + Σn]
−1Q̂, Cn = [Knq + Σn]

−1. (.6)

The set of training points (in this case D) based on which the GP parameters α and

C are calculated is called the basis vector set. Since the mean function µ can be set to

zero without losing generality, the only unspecified element of the Gaussian process

is the covariance function. Choosing an appropriate covariance function and tuning

the hyper-parameters to fit the problem at hand are crucial for the achievement of

good approximation accuracy. To conform to the sequential nature of robotic con-

trol experiments, we apply an on-line version of the Gaussian process regression

algorithm, where the parameters α and C are updated each time a new experience-

data arrives. The on-line updates enable us to run the value function approximation

parallel to environment interaction.
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Claim 1. Using a Gaussian process approximated value function the gradient variance can

be significantly reduced in policy gradient algorithms which leads to faster convergence and

better peak-performance. It also enhances performance in approximate temporal difference

learning for robotic control. [Jakab et al., 2011] [Jakab and Csató, 2010].

To calculate the policy gradient from data acquired through a number of exper-

iments we apply the likelihood ratio trick and replace the Monte Carlo samples of

cumulative rewards by a combination of k-step discounted rewards and Gaussian

process approximated action-values. The expression for the gradient becomes:

∇θJ(θ) =

〈
H−1∑
t=0

∇θ logπ(at|st)

(
k−1∑
i=0

γkR(st+k, at+k) + kxt+k [Kq + Σ]
−1
Q̂

)〉
τ

(.7)

We study the behaviour of temporal difference algorithms with Gaussian process

function approximation. Let us consider an episode τ consisting of {(st, at)}t=1,H

state-action pairs. The data from the visited state-action pairs and the immediate re-

wards serve as a basis for the generation of our GP training data. As training points

we use the unchanged state-action pairs, and for training labels we use a combi-

nation of immediate rewards and estimated Q-values according to the following

formula:

Qm(st, at) =

m−1∑
i=0

γiR(st+i, at+i) + γ
m max

a
Qpred(st+m, at+m), (.8)

where R(st, at) denotes the reward observed at time t, γ ∈ (0, 1] is a discount factor,

and Qpred is the approximated value of the action-value function using GP infer-

ence at step t +m. Further, we combine the Q-learning update rule and the on-line

Gaussian process update to obtain the update expressions for the GP action-value

function approximator:

qn+1 =
Q̂1(st, at) −Qpred(st, at)

σ20 + σ
2
n+1

=
α
(
R(st, at) + γmaxaQpred(st+1, a) −Qpred(st, at)

)
σ20 + σ

2
n+1

.

Using the above expression to incorporate temporal difference errors into future

predictions and into the expanded covariance matrix, corresponds to the stochastic

averaging that takes place in tabular Q-learning.
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Figure .1: Effect of λ on (a) performance evolution (b) average percentage of out-of

date basis functions present in the action-value function approximation

Due to the stochasticity of real-world learning systems the performance of learn-

ing algorithms can be largely affected by noisy measurements and external distur-

bances. The combination of fully probabilistically estimated value-functions with

existing gradient-based policy search and value function based temporal difference

learning provides significant performance improvement for robotic control prob-

lems.

4 Efficient sample reuse and improved stability in non-

parametric value function approximation

Due to the non-parametric nature of the value function approximation scheme that

we used above, the computational complexity of our methods increases with the

number of the training data. To overcome this problem, we present a Kullback

Leibler distance-based sparsification mechanism which decreases the computational

cost of the Gaussian process approximation and opens up further possibilities for

improving sample efficiency. A new training data-point can be expressed as the

linear combination of the previous inputs in feature space and an additional error

term:

φn+1 = γn+1φres +

n∑
i=1

ên+1(i)φi (.9)
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analytical form for the projection coordinates and the residual:

ên+1 = [Knq]
−1kn+1, γn+1 = kq(xn+1, xn+1) − k

T
n+1ên+1 (.10)

where Knq is the kernel Gram matrix for the first n data-points, and kn+1 is the em-

pirical kernel map:

kn+1 =
[
kq(x1, xn+1) . . . kq(xn, xn+1)

]T
(.11)

When deciding upon the addition of a new data points to the basis vector set, we

have to verify if γ is within a tolerance threshold. This ensures that only data-points

from significantly different regions of the state-action space are added to the basis

vector set.

Claim 2. We introduce a novel sparsification mechanism [Jakab and Csató, 2011], which

allows us to avoid the re-estimation of the value function after a policy change occurs. It

improves the stability of the estimated value function and recycles old training data. We

provide evidence that it improves the approximation accuracy and the sample efficiency of

the resulting reinforcement learning algorithms. Moreover it enables on-line updates for pol-

icy iteration algorithms and eliminates the fluctuation of the approximated value function,

encountered when using parametric approximation architectures.

The main idea of our contribution is that we assign a time variable to every data

point in our BV set which signifies at which stage of the learning process the data

point has been added to the basis vector set.

D = {(x1, y1), . . . xn, yn}→ {(x1, y1, t1), . . . (xn, yn, tn)} (.12)

Moreover, we introduce a modified KL-distance based scoring mechanism by adding

a term which penalizes basis vectors that have been introduced in early stages of the

learning process and those that do not contribute significantly to the posterior mean

of the Gaussian process. Whenever a new data point is being processed which needs

to be included in the basis vector set but the maximum number of basis vectors has

been reached we compute a modified score ε ′(·) for each element:

ε ′(i) = (1− λ)
α2(i)

q(i) + c(i)
+ λg (t(i)) (.13)

, where the λ ∈ [0, 1] term from eq. (.13) serves as a trade off factor between loss of

information and accuracy of representation, c is a scaling constant. We replace the

11
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lowest scoring data point from the basis vector set with our new measurement. Here

g(·) is a function of the time variable assigned to each basis vector. Since we want to

favour the removal of out-of date basis vectors, this function needs to be monotoni-

cally increasing. In our experiments we used exponential and logit functions of the

form:

g(ti) = c exp
(
ti − min

i
(ti)
)

g(ti) = c log
(

ti/max(ti)
1− ti/max(ti)

)
i = 1 . . . n (.14)

Figure .1(a) shows the composition composition of the training data set for different

value of the trade-off parameter λ. Putting higher emphasis on information con-

tent lowers the percentage of up-to date measurements. The effect of λ also has

a major impact on the peak performance of the resulting algorithms as shown on

Figure .1(b).

5 Intelligent exploration strategies

The third problem area investigated in the thesis is that of efficient balancing be-

tween exploration and exploitation. The already elaborated fully probabilistic mod-

els provided by the non-parametric estimation of value functions can be made use

of, to accomplish good exploration strategies [Jakab, 2010]. Searching for optimal

control policies is done by executing previously untried actions and observing the

changes that they induce in the environment. In Chapter 4 of the thesis we present

two intelligent exploratory mechanisms which is are based on the predicted values

and model confidence of the estimated value functions. GP model of the state-action

value function in (.6).

Claim 3. We developed a model confidence based adaptive exploratory mechanism for both

policy gradient and value based algorithms. We achieved the adaptive behaviour by replacing

the fixed exploratory noise of the Guassian policy (.1) with noise proportional to the model

confidence of the GP approximated value function in a given region. As a result, exploratory

actions target regions of the search space with high uncertainty, leading to a more in-depth

exploration.

The obtained stochastic action selection policy with adaptive exploratory noise

variance takes the following form:

πθ = f(s,θ) +N (0,σ2GPI)

σ2GP = λ
(
kq (x

∗, x∗) − k∗Cnk
∗T) with x∗ = {s, f(s,θ)}, (.15)

12
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where x∗ def
= (s, f(s,θ)), kq is the covariance function and Cn is the parameter of the

GP after processing n data-points. As learning progresses, the predictive variance

will decrease with the arrival of new data-points, leading to a gradual decrease in

exploration, and stabilization of the value function.

Claim 4. We developed a novel stochastic action-selection policy which balances between

greedy action selection and following the path described by the deterministic controller

f(s,θ). The new policy enables us to guide the exploration to regions of the state-action

space which have higher estimated values and at the same time keeping the generated dis-

tribution of state-action pairs close to the path described by the deterministic controller.

It can be considered as a transition between on and off-policy learning [Jakab and Csató,

2011],[Jakab and Csató, 2012b].

Through the use of a gibbs distributed stochastic policy where the energies are

functions of a Gaussian process estimated action-value function, we can restrict ex-

ploration to relevant regions of the search space. This leads to a decrease in the

number of necessary environment interactions and faster convergence. We propose

a stochastic policy π(a|s) in form of a Boltzmann distribution[Neal, 2010] over ac-

tions from the neighbourhood of fθ(s) :

π(a|s) =
eβE(s,a)

Z(β)
, where Z(β) =

∫
da eβE(s,a) (.16)

The term Z(θ) is a normalizing constant and β is the inverse temperature. The Gibbs

distribution has its origins in statistical mechanics and is related to the modelling of

the particle velocities in gases as a function of temperature. The temperature β−1
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determines how significantly the energy differences affect the selection probabilities

of the different actions.

To include the deterministic controller fθ in the action selection, we construct the

energy function E(s, a) such that only actions neighbouring fθ(s) have significant

selection probability. At the same time we want to assign higher probability to ac-

tions that – in the current state st – have higher estimated Q-values. The energy

function has the following form:

E(s, a) = QGP(s, a) · exp
[
−
‖ a− fθ(s) ‖2

2σ2e

]
It is composed of the GP-estimated Q-valueQGP(s, a) for the state-action pair (s, a)

and a Gaussian on the action space to limit the selection to the neighbourhood of

the controller output fθ(s). The variance parameter σe can either be fixed, or made

dependent on the GP predictive variance. Combining the above defined energy

function with eq. (.16) we get the following expression for the Gibbs distribution

based stochastic action selection policy:

π(a|s) =
exp

(
βQGP(s, a) · exp

[
−‖a−fθ(s)‖

2

2σ2e

])
Z(β)

(.17)

Z(β) =

∫
da exp

(
βQGP(s, a) · exp

[
−
‖ a− fθ(s) ‖2

2σ2e

])
Figure .2 illustrates the obtained stochastic action selection mechanism. As it is

shown in [Jakab and Csató, 2011],[Jakab and Csató, 2012b] model confidence-based

search magnitude and direction guidance can improve the performance of control

policy learning significantly and enables the targeting of exploratory actions to im-

portant regions of the state-action space.

6 Manifold-based on-line learning from structural in-

formation

There are many robotic control tasks where the corresponding action-value function

is discontinuous in some regions of the space, and this discontinuity has great in-

fluence on the algorithms performance. One of the major drawbacks of using GP
action-value function approximation with traditional stationary kernel functions is
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Figure .2: The Gibbs action selection policy with temperature set to 1 (a)estimated

Q-values , (b) selection frequencies

that the accurate representation of discontinuities in case of discontinuous VFs is

not possible. Most notablyRL, algorithms that use a greedy action-selection policy

based on the value function suffer from this phenomenon.

Stationary kernel functions essentially operate on distances between data-points

and are invariant to translations in the input space. A value approximation at a cer-

tain data-point is a locally weighted average of training targets, where the weights

are dependent on the Euclidean distances between training and test points. In con-

trast by temporal difference value function evaluation each update is based on the

expected values of states that lie on the agents traversed trajectory.

Claim 5. We present a modality to increase the accuracy of our GP action-value function

estimates and to achieve a more similar working mechanism to temporal difference learning

by introducing a new class of kernel functions that operate on a graph structure induced by

the Markov decision process underlying the RL problem. We construct a graph structure

from the state-action sequences visited during experiments, conditioned on their addition to

the basis vector set in the GP approximation, and define a new distance measure in form of

shortest paths on the graph [Jakab, 2011b],[Jakab and Csató, 2012a].

Learning in case of a robotic agent always needs to be performed on-line and

generally the parameters of the learning system are not known. The arrival of

data from sensory measurements, contains valuable information about the state-

transition dynamics and configuration space of the agent. The aim is at extract-

ing and using this information by building up a representative graph structure and

defining new kernel functions on it. In Chapter 5 of the thesis, based on [Jakab,
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2011b] and [Jakab and Csató, 2012a] we present the construction of the Markov de-

cision process induced graph structure parallel to the on-line approximation of the

state-action value function with a Gaussian process. Nodes of the graph are rep-

resented by visited state-action pairs, the addition of new nodes is conditioned on

the on-line updates of the Gaussian process. We show that this construction mech-

anism leads to sparse, connected graphs which represent a crude approximation to

the system dynamics.

Let G denote a sparse graph structure induced by theMDP which we will de-

fine as follows: G(V, E) is a sparse graph with vertices V , and edges E. The graph

that has n nodes where n = |BV | is the number of basis vectors present in the GP
value function approximator. The connection between these nodes are initialized

parallel to the addition of each basis vector to the BV set of the GP .

Using the GP basis vectors as nodes in our graph construction makes sure that

the graph structure remains sparse and the nodes are placed in important regions

of the state space. The construction of the MDP induced graph structure during

the learning process proceeds as follows: If xt is added to the basis vectors, it is also

added to the graph and connect it to the existing graph as follows:

Ext,xi =

‖xi − xt‖2 if exp
(
−‖xi − xt‖2

)
> γ γ ∈ [0, 1]

0 otherwise
i = 1 . . . n (.18)

The threshold value γ limits the number of neighbours of a node xt. Based on the

graph structure G(V, E) a new type of kernel function can be built which uses as a

distance measure the shortest path between two data-points.

ksp(x, x
′) = A exp

(
−
SP(x, x ′)2

2σsp

)
(.19)

where the amplitude of the Q-functionA and σsp are hyper-parameters to the system

(we set these values to 1). The definition of the shortest path exists only between

data-points that are present in the GP basis vector set. In a continuous state-action

space visiting the same state-action pair twice has very low probability, therefore

we have to define our shortest path measure between two points as the distance

between the two basis-vectors that are the closest to the data-points plus the distance

of the data-points from these Basis vectors. The problem is that not all inputs are

represented in the graph and we employ two methods for shortest path computation
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Figure .3: (a) Euclidean distance , (b) minimum shortest path eq. (.21) , (c) interpo-

lated shortest path eq. (.20)

between an input and a basis vector xj:

SP(x∗, xj)
(1)
= ‖x∗ − xi‖2 + Pi,j where xi = argmin

x`∈BV
‖x∗ − x`‖2 (.20)

(2)
= kTx∗Pej =

n∑
i=1

k(x∗, xi)Pi,j (.21)

where P stores the lengths of the shortest paths between basis vectors xi and xj, and

ej is the j-th unit vector of length n. The first method uses only the closest node to

the new input x∗ to obtain the shortest path to xj, whereas the second performs an

averaging over all existing nodes in the BV set. The weighted averaging is neces-

sary in some cases to avoid sudden inconsistencies in the obtained Q-function. As

seen in Figure .3, the standard GP approximation smooths out the value estimates

across points. These value functions correspond to a fixed sub-optimal policy on

the inverted pendulum control task. The policy was deliberately set up in such a

way as to provide close to optimal actions only when the pendulum approaches the

target region with a fairly low speed. The resulting discontinuities in the estimated

value function are clearly visible on both shortest path approximations, however

the interpolated version has a greater generalization potential.

7 Conclusions

The goal of this research was to develop new methods for autonomous learning of

control policies in robotic agents within the framework of reinforcement learning .

As a result we developed a set of methods for extending RL algorithms to contin-

uous state-action space robotic control problems and we have shown that different
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variants of non-parametric function approximation techniques with proper uncer-

tainty treatment can be successfully used for this purpose. We investigated the pos-

sibility of using Gaussian processes in reinforcement learning in the role of state and

state-action value function approximators in conjunction with both value-based and

direct policy search algorithms. Value functions represent the long-term optimality

of being in a specific state or state-action pair, and form the basis of many learning

algorithms. Although the basic set-up is not new, we consider our approach a novel

one: we approximated the value functions corresponding to an action-selection pol-

icy with the help of a Gaussian process where for inputs we used state-action pairs

and for targets we used discounted cumulative returns obtained along sample tra-

jectories through environment interaction. With the help of the GP posterior distri-

bution we were able to obtain both point-estimates of the underlying value function

and confidence bounds. We extended the original GP inference algorithm with an

on-line version since in practice any robotic control problem requires on-line treat-

ment .

The fully probabilistic model of the value function can be used in different ways

to facilitate the learning of action selection policies. First we investigated its use-

fulness in the family of approximate temporal-difference learning methods where

we applied the GP approximation for Q-learning in order to extend it to continu-

ous state spaces. We exploited the on-line nature of our Gaussian process regression

method to perform bootstrapping and avoid inconsistent updates of the value func-

tion. Although theoretical convergence could not be guaranteed our experiments

show that in practice the algorithm achieves convergence and better performance

than its discretization-based counterparts.

We also employed the GPR approximation in conjunction with the reinforce fam-

ily of policy gradient algorithms to reduce the variance of the estimated gradients.

Experiments were performed on simulated robot control tasks. Results show that

the GPR approximation of the action-value function does not lead to worse perfor-

mance. On the contrary, it provides better policies or faster convergence. We have

also introduced a new way of improving sample reuse efficiency and maintaining

continuity between gradient update steps in GPR value function approximation

and policy gradient algorithms. We presented a mechanism which makes it possi-

ble to restrict the size of the GP thereby making it computationally less demanding.

The sparsification mechanism allowed the development of a method that facilitates
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the removal of out-of-date basis vectors from the basis vector set also called pruning.

To achieve efficient pruning we introduced a measure composed from the Kullback

Leibler distance between the original and a constrained GP and a time dependent

term. For evaluation we compared our method with Williams’ reinforce algorithm

which is known to suffer from high gradient variance. Experiments on simulated

robotic control tasks show that maintaining continuity in value function approxi-

mation leads to better long-term performance and more efficient variance reduc-

tion. To further improve the performance of learning algorithms for robotic con-

trol we presented two new modalities for adjusting different characteristics of the

exploration in policy gradient methods with the help of Gaussian process action-

value function approximation. By using these methods the search for an optimal

policy can be restricted to certain regions of the state-action space and better per-

formance can be achieved. The presented methods can also be viewed as a transi-

tion between off-policy and on-policy learning, which opens up further interesting

research directions. There are many RL learning tasks where the corresponding

action-value function is discontinuous in some regions of the space, and this dis-

continuity has great influence on the algorithms performance. Traditional station-

ary kernel functions essentially operate on distances between data-points and are

invariant to translations in the input space. we presented a modality to increase the

accuracy of our GP action-value function estimates and to achieve a more similar

working mechanism to T D by introducing a new class of kernel functions that op-

erate on a graph structure induced by the Markov decision process underlying the

RL problem. Using sparse on-line Gaussian process regression the nodes and edges

of the graph structure are allocated during on-line learning parallel with the inclu-

sion of new measurements to the basis vector set. This results in a more compact

and efficient graph structure and more accurate value function estimates. We tested

the approximation accuracy on simulated robotic control tasks the pole balancing

and the swinging Atwood’s machine. Results show that incorporating structural

information into the approximation process improves the quality of the value func-

tion estimates and reduces their variance.

The algorithms and methods discussed in this work address some of the ma-

jor problems of achieving robotic control by means of autonomous learning. The

whole problem domain, however covers a much larger number of topics, which

due to the size of this work could not be treated here. As part of our future work
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we plan to test our introduced methods on real-life robotic agents, improve their

computational efficiency and further investigate possibilities of exploiting the fully

probabilistic nature of Gaussian process regression in the context of robotic control

policy learning.
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