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Introduction

This work is the result of my research in the field of Pattern Recognition, particularly Agent Based
Pattern Recognition, research conducted under the supervision of both Prof. Dr. Horia F. Pop
(starting from 2008) and of Assoc. Prof. Dr. Habil. Laszl6 Kozma (starting from 2009).

The research topic is about using several types of software agents in pattern recognition. We will
investigate in the thesis the use of agents in NP-hard optimization problems as well as in hybrid data
analysis.

The rapid growth of data comes with the natural need for extracting and analysing meaningful
information and knowledge from this data. This information and knowledge could be used in different
applications, ranging from fraud detection, to production control, market basket analysis, customer
analytics and so on. Data analysis can be viewed as a step forward in the information technology
evolution. It is the process of inspecting, transforming, and modelling data with the goal of uncovering
patterns, associations and anomalies and thus support decision making.

An important step in data mining is pattern recognition which deals with assigning a label to a
given input data. Classification and clustering are examples of pattern recognition. Classification and
clustering can be applied in many fields like in marketing (for finding groups of customers with similar
behaviour), biology (classification of plants and animals given their features), fraud detection, and
document classification.

Classification is the process of assigning a label to a piece of input data based, for example, on
a predefined model. Since the class label of each training data item is provided, classification is
a supervised learning problem. On the other hand, clustering is an unsupervised learning problem
and it deals with finding a structure in a collection of unlabelled data. Classification and clustering
together with a general overview of data analysis are presented in Chapter 1.

In both classification and clustering object data belonging to the same class or cluster have to
be similar with each other and items from different classes or clusters have to be as dissimilar as
possible. This implies a great deal of imprecision and uncertainty and a way to handle this is by
using soft computing methods. Soft computing deals with imprecision and uncertainty in the attempt
to achieve robustness and low cost solutions. This multidisciplinary field was introduced by Lotfi A.
Zadeh and its main goal is to develop intelligent systems and to solve mathematically unmodelled
problems [Zad97, CMR*07, VSP09].

Soft Computing opens the possibility of solving complex problems for which a mathematical model
is not available. Moreover, it introduces human knowledge like cognition, recognition, learning into the
field of computing. This opens the way for constructing intelligent, autonomous, self-tuning systems.

In order to design autonomous and intelligent systems software agents are employed. An agent
is an entity that can be viewed as perceiving its environment through sensors and acting upon that
environment through effectors. An agent that always tries to optimize an appropriate performance
measure is called a rational agent. Agents exhibit several characteristics ([ SP04, Ser06]) from which
the most interesting one is self-organization. It is the capability of an entity to organize and improve
its behaviour without being guided or managed. Agents seldom reside alone in the environment.
Instead they coexist and interact forming multi-agent systems. Chapter 1 presents several types of
interactions in a multi-agent system.

The thesis is structured in four chapters as follows.

Chapter 1, Theoretical background, introduces the field of data analysis and agent-based data
analysis. Data analysis is becoming increasingly popular, due to the rapid growth of data amounts and
the natural need for extracting meaningful information and knowledge from this data. The information
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and knowledge could be used in different applications ranging from intrusion detection systems, to
production control, pattern recognition and so on. Data analysis can be viewed as a step forward in
the information technology evolution. This chapter presents some of the most important problems in
data analysis like clustering and classification and also the use of software agents.

The Chapters 2, 3 and 4 contain our original contribution in the field of agent-based pattern
recognition. For each original approach that we propose, we outline possibilities for improvement and
future research directions. Chapter 5 outlines the conclusions of the thesis.

Chapter 2, Contributions to NP optimization problems, begins with a short overview of NP
completeness and NP optimization problems in Section 2.1. The rest of the chapter is entirely original
and presents our contribution to NP optimization problems, focusing on two well-known NP-hard
problems: Travelling Salesman Problem (TSP) and Set Covering Problem (SCP). In Section 2.1 a short
overview of NP completeness is made. In Section 2.2 the travelling salesman problem is approached
using the stigmergic agent model. The Stigmergic Agent System (SAS) combines the strengths of
Multi-agent Systems (MAS) and Ant Colony Systems (ACS). Stigmergy provides a general mechanism
that relates individual and colony level behaviours: individual behaviour modifies the environment,
which in turn modifies the behaviour of other individuals. The stigmergic agent mechanism employs
several agents able to interoperate in order to solve problems by using both direct communication
and indirect (stigmergic) communication. The algorithm was evaluated on several standard datasets
outlining the potential of the method. In Section 2.3 the soft agent model is introduced. A soft agent
is an intelligent agent that may deal with imprecision, uncertainty, partial truth and approximation
during its execution as a reactive agent or goal oriented agent or both. This new agent model is used
in Section 2.4 where a new incremental clustering approach to the Set Covering Problem is presented.
Experiments on standard datasets suggest that the approach is promising. Section 2.5 outlines the
conclusions of the chapter and indicates future research directions.

Chapter 3, New approaches to unsupervised learning, begins with a short overview of vari-
ous agent-based clustering approaches in Section 3.1. The rest of the chapter is entirely original and
presents our contribution to agent-based clustering, particularly in two main directions: ASM-based
batch clustering and incremental clustering [EKS198, Kam10, LKC02, LLLH10, DL11]. We are fo-
cusing on developing clustering algorithms that allow the discovery and analysis of hybrid data. In
Section 3.1 a short overview of various agent-based clustering approaches is presented. We approach
the idea of agent-based cluster analysis in Section 3.2. Each data is represented by an agent placed
in a two dimensional grid. The agents will group themselves into clusters by making simple moves
according to some local environment information and the parameters are selected and adjusted adap-
tively. This behaviour based on ASM (Ant Sleeping Model [CXC04]) where an agent may be either in
an active state or in a sleeping state. In order to avoid the agents being trapped in local minima, they
are also able to directly communicate with each other. Furthermore, the agent moves are expressed
by fuzzy IF-THEN rules and hence hybridization with a classical clustering algorithm is needless.
The proposed fuzzy ASM-based clustering algorithm is presented in Section 3.2.1. In this model data
items to be clustered are represented by agents that are able to react according to the changes in
the environment, namely the number of neighbouring agents. However a change in the data item
itself is not handled at runtime. An extension to a context-aware system would be beneficial in many
practical situations. In general, context-aware systems could greatly change the way we interact with
the world — they could anticipate our needs and advice us when taking some decisions. In a chang-
ing environment context-awareness is undoubtedly beneficial. Such systems could make much more
relevant recommendations and support decision making. An extension to a context-aware approach
is presented in Section 3.2.2. Case studies for both approaches including experiments on standard
datasets [Iri88, Win91] are presented in Section 3.2.3. The idea behind incremental clustering is that
it is possible to consider one instance at a time and assign it to one of the already built clusters
without significantly affecting the already existing structures. Section 3.3 presents an incremental
clustering approach based on ASM. In incremental clustering only the cluster representations need to
be kept in memory so not the entire dataset and thus the space requirements for such an algorithm
are very small. Whenever a new instance is considered an incremental clustering algorithm would
basically try to assign it to one of the already exiting clusters. Such a process is not very complex and
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therefore the time requirements for an incremental clustering algorithm are also small. The fuzziness
of the approach allows the discovery of hybrid data. Experimental evaluation on standard datasets
[Iri88, Win91] are presented in Section 3.3.3. Section 3.4 outlines the conclusions of the chapter and
indicates some research directions that will be followed.

Chapter 4, New supervised learning approaches to software development, is entirely
original and it focuses on the problem of dynamically selecting, using supervised learning approaches,
the most suitable representation for an abstract data type, according to the software system’s current
execution context. In this direction, a neural network approach and a support vector machine approach
are proposed. Selecting and creating the appropriate data structure for implementing an abstract data
type (ADT) can greatly influence the performance of a software system. It is not a trivial problem for
a software developer, as it is hard to anticipate all the usage scenarios of the deployed application. It is
not clear how to select a good implementation for an abstract data type when access patterns to it are
highly variant, or even unpredictable. Due to this fact, the software system may choose the appropriate
data representation, at runtime, based on the effective data usage pattern. This dynamic selection
can be achieved using machine learning techniques, which can assure complex and adaptive systems
development. In this chapter we approach the problem of dynamically selecting, using supervised
learning approaches, the most suitable representation for an abstract data type according to the
software system’s current execution context. In this direction, a neural network model and a support
vector machine model are proposed. The considered problem arises from practical needs, it has a major
importance for software developers. Improper use of data structures in software applications leads to
performance degradation and high memory consumption. These problems can be avoided by properly
selecting data structures for implementing ADT's, according to the nature of the manipulated data. In
Section 4.1 the problem of dynamic data structure selection is presented. It is explained that this is a
complex problem because each particular data structure is usually more efficient for some operations
and less efficient for others and that is why a static analysis for choosing the best representation can
be inappropriate, as the performed operations can not be statically predicted. A practical example
is presented and an experiment is performed in order to motivate our approach. In Section 4.2 we
present our first proposal of using supervised learning for dynamically selecting the implementation
of an abstract data type from the software system, based on its current execution context. For this
purpose, a neural network model will be used. In fact, selecting the most appropriate implementation
of an abstract data type is equivalent to predicting, based on the current execution context, the type
and the number of operations performed on the ADT, on a certain execution scenario. In Section 4.3
we evaluate the accuracy of the technique proposed in Section 4.2, i.e. the ANN model’s prediction
accuracy. Starting from a data set given at [Forl0], we have simulated an experiment for selecting
the most appropriate data structure for implementing the List ADT. Experimental results suggest
that our approach provides optimized data structure selection and reduces the computational time
by selecting the data structure implementation which provides a minimum overall complexity for the
operations performed on a certain abstract data type on a given execution scenario. Section 4.4
presents a comparison to related work. In Section 4.5 the problem of data representation selection
problem (DRSP) is approached using support vector machines. Computational experiments from
Section 4.6 confirm a good performance of the proposed model and indicates the potential of our
proposal. The advantages of our approach in comparison with similar approaches are also emphasized
in Section 4.7.

Chapter 5, Conclusions, draws the conclusions of the thesis.

The original contributions introduced by this thesis are contained in Chapters 2, 3 and 4 and they
are as follows:

e A stigmergic agent system algorithm for solving the travelling salesman problem (Section 2.2)

[CDGO7].
e A new model for software agents: the soft agent model (Section 2.3) [GP12].

e An incremental clustering algorithm for solving the set covering problem (Section 2.4) [GP12].



INTRODUCTION 8

Experimental evaluation of both algorithms on standard datasets (Section 2.2 and Section 2.4)
[CDGO07, GP12].

A fuzzy ASM-based clustering algorithm (Section 3.2.1) [GP10, Gacll].
A context-aware fuzzy clustering algorithm (Section 3.2.2) [GP11la, GP11b].
An incremental fuzzy clustering algorithm (Section 3.3) [GP11c].

Experimental evaluation of the algorithms on standard datasets (Section 3.2.3 and Section 3.3.3)

[GP10, Gicll, GP1la, GP11b, GP11d].

The discovery and analysis of hybrid data (Section 3.2.3 and Section 3.3.3) [GP1la, GP11b,
GP1lc].

The applicability of the fuzzy ASM-based methods in clustering web search results (Section
3.2.3) [GP10, Gacll].

A supervised learning approach for the dynamic selection of abstract data types implementations
during the execution of a software system, in order to increase the system’s efficiency (Section
4.2) [CCGa, CCGD].

A neural networks approach to the considered problem (Section 4.2.2) [CCGa).

Accuracy evaluation of the proposed neural network based technique on a case study (Section
4.3) [CCGa).

A support vector machines approach to the considered problem (Section 4.5.3) [CCGDb].

Accuracy evaluation of the proposed support vector machine based technique on a case study
(Section 4.6) [CCGb].

A comparison of the advantages of the proposed supervised learning approaches to DRSP with
existing similar approaches (Section 4.4 and Section 4.7) [CCGa, CCGb].



Chapter 1

Theoretical background

Data analysis is becoming increasingly popular due to the rapid growth of data amounts and the
natural need for extracting meaningful information and knowledge from this data. Various applications
ranging from production control to intrusion detection systems and pattern recognition may benefit
from the extracted information and learned knowledge. Data analysis may be seen as a step forward
in the evolution of information technology. In this chapter some of the most important problems in
pattern recognition are presented, namely, clustering and classification. The field of soft computing is
briefly presented in Section 1.3 and the topic of multi agent interactions is presented in Section 1.4.

1.1 Data analysis and data mining

The process of gathering, modelling and transforming data in the attempt to extract relevant infor-
mation that may support decision making is called data analysis. Data mining focuses on modelling
predictive rather than purely descriptive purposes and it is a particular technique of data analysis.
Business intelligence refers to data analysis techniques applied mainly in analysing business data aim-
ing to increase decision making support. Data analysis may be divided into exploratory data analysis
and confirmatory data analysis. Exploratory data analysis deals with discovering new features in the
data. On the other hand, confirmatory data analysis deals with confirming or falsifying given hy-
potheses. However there are several data analysis varieties. Predictive analytics, for example, applies
statistical models in forecasting future events. Text analytics focuses on applying various techniques
to extract and classify information contained in sources of textual data.

1.2 Pattern recognition

Pattern recognition is the problem of assigning a label to a given input data. According to the type of
the involved learning procedure, algorithms in pattern recognition may be categorized in supervised
learning, unsupervised learning and semi-supervised learning algorithms. In the following we will refer
to clustering which is an unsupervised learning problem and to classifications which is a supervised
learning problem.

According to [Mar09], clustering is “the most important unsupervised learning problem”. Given
a collection of unlabelled data the goal of a clustering process is to find a structure in the considered
dataset. In [Mar09] clustering is defined as “the process of organizing objects into groups whose
members are similar in some way”. So a cluster is a group of objects which are “similar” between
them and are “dissimilar” to the objects belonging to other clusters [Mar09].

Classification is the process of assigning a piece of input data (instance or data item) described by
a vector of features to a given category (class). Initially a classifier is built based on a given dataset.
This step is the training (learning) phase and at this point a classifier is built by learning from a
training dataset containing a set of data items with their features and the associated class labels.
Because the class label of each training data item is provided, classification is a supervised learning
problem. More formally, classification may be seen as learning a mapping, y = f(X), such that given
a data item from X the class label y can be predicted. This model is then used for classification.
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The performance or the quality of a classifier can be evaluated by computing its accuracy, i.e., the
percentage of test set data items that are correctly classified. Other performance measures could
be the computation speed, robustness (the ability to handle noisy or missing data), scalability and
interpretability (the level of understanding and insight that is provided by the classifier) [HK06].

1.3 Soft computing

Proposed by Lotfi A. Zadeh [Bla94b], soft computing [Zad94] is a multidisciplinary field that deals
with imprecision, uncertainty, approximation, and partial truth in order to achieve robustness and low
cost solutions. The main objective of soft computing is the development of intelligent systems and
solving non-linear and mathematically complicated to model problems [Zad97|. The main advantages
of soft computing are:

e it opens the possibility of solving complex problems, in which mathematical models are not
available

e it introduces the human knowledge such as cognition, recognition, understanding, learning, and
others into the field of computing and hence opens the way for constructing intelligent, au-
tonomous, self-tuning systems.

Soft computing comprises, but is not limited to, the following components: fuzzy systems, neural
networks, swarm intelligence, evolutionary computing. Fuzzy sets [Zad65] represent a mathematical
theory for modelling imprecision and they are central to soft computing. They were introduced by
Zadeh, having a major success initially in Japan and China and then in the whole world [Bla94a].

1.4 Multi agent interactions

A multi agent system (MAS) is a system composed of several interacting agents. Multi-agent systems
may be used for solving problems which are difficult or impossible for an individual agent or a mono-
lithic system to solve. Communication is crucial in MAS. In general direct communication is assumed
in a classical MAS and in this case we deal with intelligent agents. But communication could also be
done indirectly, through the environment. In this case we deal with formations of simple creatures
like ant colonies or bird flocks which collectively lead to the emergence of intelligent global behaviour,
to what is known as swarm intelligence.

An agent is an entity that can be viewed as perceiving its environment through sensors and acting
upon that environment through effectors [ SP04]. An agent that always tries to optimize an appropriate
performance measure is called a rational agent. Such a definition of a rational agent is fairly general
and can include human agents (having eyes as sensors, hands as actuators), robotic agents (having
cameras as sensors, wheels as actuators), or software agents (having a graphical user interface as sensor
and as actuator).

Ant colony optimization (ACO) [DS04] is a nature-inspired metaheuristic that addresses combi-
natorial optimization (CO) problems [PS82]. Some inherently hard problems can be addressed using
metaheuristics [BR03]. Examples of metaheuristics are: ACO, tabu search, simulated annealing and
evolutionary computation. It is important to note that these are approximation algorithms, i.e., they
are used for obtaining good enough solutions in an acceptable amount of time [Glo89, Glo90, KJV83].



Chapter 2

Contributions to NP optimization
problems

The chapter begins with a short overview of NP completeness and NP optimization problems in Section
2.1. The rest of the chapter is entirely original and presents our contribution to NP optimization
problems, focusing on two well-known NP-hard problems: Travelling Salesman Problem (TSP) and
Set Covering Problem (SCP).

The approaches presented in this chapter represent original works published in [CDG07, GP12].

The chapter is structured as follows. In Section 2.1 a short overview of NP completeness is
made. In Section 2.2 the travelling salesman problem is approached using the stigmergic agent model.
The Stigmergic Agent System (SAS) combines the strengths of Multi-agent Systems (MAS) and Ant
Colony Systems (ACS). Stigmergy provides a general mechanism that relates individual and colony
level behaviours: individual behaviour modifies the environment, which in turn modifies the behaviour
of other individuals. The stigmergic agent mechanism employs several agents able to interoperate in
order to solve problems by using both direct communication and indirect (stigmergic) communication.
The algorithm was evaluated on several standard datasets outlining the potential of the method. In
Section 2.3 the soft agent model is introduced. A soft agent is an intelligent agent that has to deal
with imprecision, uncertainty, partial truth and approximation during its execution as a reactive
agent or goal oriented agent or both. This new agent model is used in Section 2.4 where a new
incremental clustering approach to the Set Covering Problem is presented. Experiments on standard
datasets suggest that the approach is promising. Section 2.5 outlines the conclusions of the chapter
and indicates future research directions.

The original contributions of this chapter are:

e A stigmergic agent system algorithm for solving the travelling salesman problem (Section 2.2)

[CDGO7].
e A new model for software agents: the soft agent model (Section 2.3) [GP12].
e An incremental clustering algorithm for solving the set covering problem (Section 2.4) [GP12].

e Experimental evaluation of both algorithms on standard datasets (Section 2.2 and Section 2.4)

[CDG07, GP12].

2.1 NP-completeness

In computational complexity theory, the complexity class NP-complete is a class of decision problems
for which the required time for solving using any currently known algorithm increases very quickly as
the size of the problem grows. Even though a method for computing the solutions to NP-complete
problems using a reasonable amount of time remains unknown, it is still necessary to deal with these
problems. In many situations approximation algorithms are used in order to address NP-complete

problems [CLRS09].

11
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2.2 Stigmergic agents

In [CDGOT7] a Stigmergic Agent System (SAS) combining the strengths of Ant Colony Systems and
Multi-Agent Systems concepts is proposed. The agents from the SAS are using both direct and
indirect (stigmergic) communication. Stigmergy occurs as a result of individuals interacting with and
changing an environment [DS04]. Stigmergy was originally discovered and named in 1959 by Grasse,
a French biologist studying ants and termites. Grasse was intrigued by the idea that these simple
creatures were able to build such complex structures. The ants are not directly communicating with
each other and have no plans, organization or control built into their brains or genes. Nevertheless,
ants lay pheromones during pursuits for food, thus changing the environment. Even though ants are
not able to directly communicate with each other, they do communicate however — indirectly —
through pheromones.

Stigmergy provides a general mechanism that relates individual and colony level behaviours: indi-
vidual behaviour modifies the environment, which in turn modifies the behaviour of other individuals.

The SAS mechanism employs several agents able to interoperate on the following two levels in
order to solve problems:

e direct communication: agents are able to exchange different types of messages in order to share
knowledge and support direct interoperation; the knowledge exchanged refers to both local and
global information

e indirect (stigmergic) communication: agents have the ability to produce pheromone trails that
influence future decisions of other agents within the system.

2.3 Soft agents

An architecture based on agents using indirect communication is proposed in [Ste90]. In [HSPO08] social
relationships are modelled using a fuzzy-agent model. In [CXC04] an ant-based clustering algorithm is
presented. It is based on the ASM (Ants Sleeping Model) approach. In [CDGO7] a Stigmergic Agent
System (SAS) combining the strengths of Ant Colony Systems and Multi-Agent Systems concepts is
proposed. The agents from the SAS are using both direct and indirect communication. By using direct
communication the risk of getting trapped in local optima is lower. However, as showed in [SCCKO04],
most ant-based algorithms can be used only in a first phase of the clustering process because of the
high number of clusters that are usually produced. In a second phase a k-means-like algorithm is
often used. In [SCCKO04], an algorithm in which the behaviour of the artificial ants is governed by
fuzzy IF-THEN rules is presented. Like all ant-based clustering algorithms, no initial partitioning of
the data is needed, nor should the number of clusters be known in advance. The ants are capable
to make their own decisions about picking up items. Hence the two phases of the classical ant-
based clustering algorithm are merged into one, and k-means becomes superfluous. In the approaches
from [GP10, GP11a] fuzzy agents are employed for solving the clustering problem. Agent moves are
expressed by fuzzy IF-THEN rules and hence hybridization with a classical clustering algorithm is
needless.

A soft agent is an intelligent agent that has to deal with imprecision, uncertainty, partial truth and
approximation during its execution as a reactive agent or goal oriented agent or both. An important
property of the soft agents is that they only can sense their local environment. They can communicate
with remote agents, but their vision is limited to a local neighbourhood and they maintain little
information about their state. Nevertheless they can act on the global environment. A soft agent
perceives its local environment though the Perception layer. This layer is also responsible for listening
to messages from other, possibly remote, agents. The Controller layer is responsible for deciding which
of the following layers should have control over the agent. The control layer can be implemented as a set
of control rules which can also act as a filter suppressing information from sensors. The reactive layer
provides an immediate response to changes that occur in the local environment. Roughly speaking,
it implements a mapping situation — action. The Procative layer achieves the agent’s proactive
behaviour, it ensures that the agent reaches its goal. The Action layer is responsible for executing the
selected action on the environment (local or global) and with dispatching messages to other agents.
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2.4 A new approach to the set covering problem

The set covering problem is a classical problem in computer science and complexity theory and it
serves as a model for many real-world applications especially in the resource allocation area. In an
environment where the demands that need to be covered change over time, special methods are needed
that adapt to such changes. We reformulate the set covering problem as a clustering problem where
the within cluster sum of squared errors to be minimized corresponds to the cost associated to a
certain set covering that needs to be minimal. We have developed an incremental clustering algorithm
in order to address the set covering problem. The algorithm continuously considers new items to be
clustered. Whenever a new data item arrives it is encapsulated by an agent which will autonomously
decide to be included in a certain cluster in the attempt to either maximize its cover or minimize the
cost. We have introduced the soft agent model in order to encapsulate this behaviour. Initial tests
suggest the potential of our approach.

The Set Covering Problem (SCP) is a classical problem in computer science and complexity theory
and it serves as a model for many applications in the real world like: facility location problem, airline
crew scheduling, resource allocation, assembly line balancing, vehicle routing, information retrieval
etc. Let us consider a set X and a family F' of subsets of X such that every element from X belongs
to at least one subset from F'. The set covering problem is the problem of finding a minimum number
of subsets from F' (or subsets of minimum cost) such that their union is the set X.

In our model the input is an m x n incidence matrix A, where m =| X | and each column
corresponds to a set S; with j € {1,...,n}. Each column j has a corresponding cost ¢; > 0. We
say that a column j covers a row i if a;; = 1. In our incremental approach, whenever a new data
item arrives it is encapsulated by an agent which will autonomously decide to join a certain cluster in
the attempt to either maximize the cluster cover or minimize its the cost. We have used soft agents
in order to deal with the two conflicting objectives: maximize cover and minimize cost. As in any
approximation algorithm an optimal solution is not guaranteed to be found, the purpose being to
find reasonably good solutions fast enough. Ongoing tests on large datasets [Bea] suggest promising
results.

2.5 Conclusions and future work

In this chapter we have presented our contributions to NP optimization problems namely to the
travelling salesman problem and to the set covering problem. These approaches have been presented
in our original papers [CDGO07, GP12].

We have seen that the proposed SAS approach for solving TSP is a powerful optimization tech-
nique that combines the advantages of two models: Ant Colony Systems and Multi-Agent Systems.
Interoperation between agents is based on both indirect communication — given by pheromone levels
— and direct knowledge sharing, greatly reducing the risk of falling into the trap of local minima.
Experimental results on standard datasets outline the advantage of the approach over the classical
Ant Colony Systems. We have also developed an incremental clustering algorithm in order to address
the set covering problem. The algorithm continuously considers new items to be clustered. Whenever
a new data item arrives it is encapsulated by an agent which will autonomously decide to join a certain
cluster in the attempt to either maximize the cluster cover or minimize its the cost. We have used soft
agents in order to deal with the two conflicting objectives: maximize cover and minimize cost. As in
any approximation algorithm an optimal solution is not guaranteed to be found, the purpose being to
find reasonably good solutions fast enough. Ongoing tests on large datasets [Bea] suggest promising
results.

For each original approach proposed in this chapter we have emphasized improvement possibilities
and possible future extensions.

As future research directions we intend to improve the approaches presented in this chapter, to
extend the evaluation of the proposed techniques and to investigate and develop other computational
models for addressing NP-hard problems.

Ongoing research focuses on numerical experiments to demonstrate the robustness of the proposed
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model. The SAS method has to be further refined in terms of types of messages that agents can
directly exchange. Furthermore, other metaheuristics are investigated with the aim of identifying

additional potentially beneficial hybrid models.



Chapter 3

New approaches to unsupervised
learning

This chapter begins with a short overview of various agent-based clustering approaches in Section 3.1.
The rest of the chapter is entirely original and presents our contribution to agent-based clustering,
particularly in two main directions: ASM-based batch clustering and incremental clustering. We are
focusing on developing clustering algorithms that allow the discovery and analysis of hybrid data.

The unsupervised learning approaches presented in this chapter are original works published in
[GP10, GP11la, GP11b, Gacll, GP1lc|.

The chapter is structured as follows. In Section 3.1 a short overview of various agent-based
clustering approaches is presented. We approach the idea of agent-based cluster analysis in Section
3.2. Each data is represented by an agent placed in a two dimensional grid. The agents will group
themselves into clusters by making simple moves according to some local environment information and
the parameters are selected and adjusted adaptively. This behaviour based on ASM (Ant Sleeping
Model) where an agent may be either in an active state or in a sleeping state. In order to avoid the
agents being trapped in local minima, they are also able to directly communicate with each other.
Furthermore, the agent moves are expressed by fuzzy IF-THEN rules and hence hybridization with
a classical clustering algorithm is needless. The proposed fuzzy ASM-based clustering algorithm is
presented in Section 3.2.1. In this model data items to be clustered are represented by agents that are
able to react according to the changes in the environment, namely the number of neighbouring agents.
However a change in the data item itself is not handled at runtime. An extension to a context-
aware system would be beneficial in many practical situations. In general, context-aware systems
could greatly change the way we interact with the world — they could anticipate our needs and
advice us when taking some decisions. In a changing environment context-awareness is undoubtedly
beneficial. Such systems could make much more relevant recommendations and support decision
making. An extension to a context-aware approach is presented in Section 3.2.2. Case studies for
both approaches including experiments on standard datasets [Iri88, Win91] are presented in Section
3.2.3. The idea behind incremental clustering is that it is possible to consider one instance at a time and
assign it to existing clusters without significantly affecting the already existing structures. Section 3.3
presents an incremental clustering approach based on ASM. In incremental clustering only the cluster
representations need to be kept in memory so not the entire dataset and thus the space requirements
for such an algorithm are very small. Whenever a new instance is considered an incremental clustering
algorithm would basically try to assign it to one of the already exiting clusters. Such a process is not
very complex and therefore the time requirements for an incremental clustering algorithm are also
small. The fuzziness of the approach allows the discovery of hybrid data. Experimental evaluation on
standard datasets [Iri88, Win91] are presented in Section 3.3.3. Section 3.4 outlines the conclusions
of the chapter and indicates some research directions that will be followed.

The original contributions of this chapter are:

o A fuzzy ASM-based clustering algorithm (Section 3.2.1) [GP10, Gacl1].

e A context-aware fuzzy clustering algorithm (Section 3.2.2) [GP11la, GP11b].

15
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e An incremental fuzzy clustering algorithm (Section 3.3) [GP11c].

Experimental evaluation of the algorithms on standard datasets (Section 3.2.3 and Section 3.3.3)

[GP10, Gicll, GP1la, GP11b, GP11d].

e The discovery and analysis of hybrid data (Section 3.2.3 and Section 3.3.3) [GP1la, GP11b,
GP1lc].

The applicability of the fuzzy ASM-based methods in clustering web search results (Section
3.2.3) [GP10, Gacll].

3.1 Agent-based unsupervised learning

Several clustering algorithms exist each with its own strengths and weaknesses. Some algorithms need
an initial estimation of the number of clusters (k-means, fuzzy c-means); others could often be too
slow (agglomerative hierarchical clustering algorithms). Ant-based clustering algorithms often require
hybridization with a classical clustering algorithm such as k-means.

3.2 ASM-based clustering

In ASM (Ants Sleeping Model), an agent located on a two-dimensional grid may be in any of the
following states: active or sleeping. When the agent’s fitness is low, it has a higher probability to
wake up and start searching for a more secure and comfortable position to sleep in. When such a
position in located, the agent has a higher probability to move in a sleeping sate until the surrounding
environment becomes less hospitable and activates it again. At the beginning of every considered
ASM-based clustering approach the agents are randomly scattered on the grid in active state. In
each loop, after the agent moves to a new position, it will recalculate its current fitness fg;sim and
probability p, so as to decide whether it needs to continue moving. While the p, is high the agent is
likely in active state and it continues to move on the grid. If the current p, becomes small, the agent
has a lower probability of continuing to move on the grid and it may stop at the current position and
switch to sleeping state. With increasing number of iterations, such movements gradually increase,
eventually, making similar agents gathered within a small area and different types of agents located
in separated areas. Thus, the corresponding data items are clustered.

The agents decide upon the way they move on the grid according to their similarity with the
neighbours, using fuzzy IF-THEN rules. Thus two agents can be similar (S), different (D), very
different (VD). If two agents are similar they would get closer to each other. If they are different or
very different they will get away from each other. The number of steps they do each time they move
depend on the similarity level. So if the agents are VD they would jump many steps away from each
other; if they are D they would jump less steps away from each other. In the end the ants which are S
will be in the same cluster. The parameter « is the average distance between agents and this changes
at each step further influencing the fitness function. The parameter A influences the agents’ activation
pressure and it may decrease over time. The parameter ¢ is used for the termination condition which
could be something like ¢ < t,,,4,. The parameters s,, s,, the agent’s vision limits, may also be updated
in some situations.

The skeleton of the context aware approach is based on the ASM-like algorithm from [CXC04]
embellished with features from [CDG07, GP10, SCCKO04]. The agents decide upon the way they move
on the grid according to their similarity with the neighbours, using fuzzy IF-THEN rules. Thus two
agents can be similar (S), different (D), very different (VD). If two agents are similar or very similar
they would get closer to each other. If they are different or very different they will get away from
each other. The number of steps they do each time they move depend on the similarity level. So
if the agents are V' D they would jump many steps away from each other; if they are D they would
jump less steps away from each other. In the end the ants which are S will be in the same cluster.
The similarity computation is taking into account the actual structure of the data or the data density
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from the agent’s neighbourhood; a bigger change from one agent to another translates into a certain
similarity which then affects the agent’s movement on the grid.

Computational experiments showing the potential of the proposed method are presented. In the
first case study a custom dataset is considered and comparison with the k-means clustering is done
suggesting the strength of the proposed algorithm. In the second case study the algorithm is tested on
a larger dataset. Comments regarding the performance together with idea for further improvements
are presented. The third case study is presenting a possible application of this clustering approach in
a real-life scenario — clustering web search results [GP10]. The advantages and disadvantages of the
proposed techniques over similar approaches are also discussed in the thesis.

3.3 Incremental clustering

The idea behind incremental clustering is that it is possible to consider one instance at a time and
assign it to existing clusters without significantly affecting the already existing structures. The
incremental approach to clustering is also applicable in online situations like wireless sensor net-
works or data streams. Ongoing research is done in the area sensor data and data stream mining
[SALFACG09, HZKT09, GKS09]. In [SALFdCGO09], a new approach to novelty detection in data
streams is presented. The ability to detect new concepts is an important aspect in machine learning
systems. The approach presented in this paper [SALFdCG09] takes novelty detection beyond one-class
classification, by detecting emerging cohesive and representative clusters of examples, and then further
by merging similar concepts. The proposed method goes in the direction of constructing a class struc-
ture that aims at reproducing the real one in an unsupervised continuous learning fashion. The paper
[HZK*09] presents a general approach for context-aware adaptive mining of data streams that tries to
dynamically and autonomously adjust data stream mining parameters according to changes in context
and situations. Data stream processing adaptation to variations of data rates and resource availability
is crucial for consistency and continuity of running applications like health care systems. In [GKS09]
a new data model called Spatio-Temporal Sensor Graphs (STSG), which is designed to model sensor
data on a graph by allowing the edges and nodes to be modelled as time series of measurement data
is presented. It is shown how this model could be applied in finding patterns like growing hotspots
in sensor data. The case studies and the related study show that the presented model is less memory
expensive. At the beginning of the algorithm from [CXC04], the agents are randomly scattered on the
grid in active state. They randomly move on the grid. In each loop, after the agent moves to a new
position, it will recalculate its current fitness f and probability p, so as to decide whether it needs to
continue moving.

In order to test the algorithm in a real-world scenario, the Iris dataset [Iri88] was considered for
a first test case. For the second case study the wine dataset [Win91] was considered. This dataset
contains the results of a chemical analysis of wines grown in the same region in Italy but derived from
three different wine growers. The analysis determined the quantities of 13 constituents found in each
of the three types of wines. In [Win91] it is mentioned that the initial dataset had 30 attributes. So
the current dataset has 13 attributes plus the class. There are 178 instances grouped in three classes
corresponding to the three wine growers. Items ranging from 1 to 59 belong to the first class, items
from 60 to 130 belong to the second class and items from 131 to 178 belong to the third class.

3.4 Conclusions and future work

We have introduced in this chapter new agent-based unsupervised learning approaches based on our
original papers [GP10, GP11a, GP11b, Gacll, GP11c].

The algorithms presented in Section 3.2 are based on the adaptive ASM approach from [CXC04].
The major improvement is that, instead to moving the agents at a randomly selected site, we are
letting the agents choose the best location. Agents can directly communicate with each other —
similar to the approach from [CDGO7]. In [SCCKO04], the fuzzy IF-THEN rules are used for deciding if
the agents are picking up or dropping an item. In our model we are using the fuzzy rules for deciding
upon the direction and length of the movement. Moreover, in the approach from Section 3.2.2 the
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agents are able to adapt their movements if changes in the environment would occur. Case studies for
these approaches have been performed in Section 3.2.3. In order to test the algorithm in a real-world
scenario, the Iris and Wine datasets have been considered [Iri88, Win91]. Experiments outline the
ability of our approaches to discover hybrid data. In Section 3.3 an incremental clustering algorithm
is introduced. Incremental clustering is used to process sequential, continuous data flows or data
streams and in situations in which cluster shapes change over time. Such algorithms are well fitted in
real-time systems, wireless sensor networks or data streams because in such systems it is difficult to
store the datasets in memory. The algorithm considers one instance at a time and it basically tries
to assign it to one of the existing clusters. Only cluster representations need to be kept in memory
so computation is both fast and memory friendly. We have seen in the tests from the incremental
approach (Section 3.3.3) that most of the apparently classification errors were actually items that have
high membership degrees to more than one cluster. Nevertheless, in our opinion, it is again clear that
we are dealing with hybrid data. Actually the hybrid nature of the data is suggested in [Iri88] and
in [Win91] and this is the main reason for choosing these datasets for our analysis. By using fuzzy
methods such features of the data are easy to be observed. The fact that there are hybrid items could
be an indication of the quality of data.

For each approach proposed in this chapter we have outlined the advantages and drawbacks and
emphasised improvement possibilities and directions for further extension.

As future research directions we intend to improve the approaches presented in this chapter, to
extend the evaluation of the proposed techniques and to investigate the use of various metaheuristics
in unsupervised learning.



Chapter 4

New supervised learning approaches to
software development

This chapter is entirely original and it focuses on the problem of dynamically selecting, using supervised
learning approaches, the most suitable representation for an abstract data type according to the
software system’s current execution context. In this direction, a neural network approach and a
support vector machine approach are proposed.

The supervised learning approaches for the problem of automatic selection of data representations
presented in this chapter are original works published in [CCGa] and under review in [CCGb].

Selecting and creating the appropriate data structure for implementing an abstract data type
(ADT) can greatly impact the performance of a software system. It is not a trivial problem for a
software developer, as it is hard to anticipate all the usage scenarios of the deployed application. It
is not clear how to select a good implementation for an abstract data type when access patterns to
it are highly variant, or even unpredictable. Due to this fact, the software system may choose the
appropriate data representation, at runtime, based on the effective data usage pattern. This dynamic
selection can be achieved using machine learning techniques, which can assure complex and adaptive
systems development.

In this chapter we approach the problem of dynamically selecting, using supervised learning ap-
proaches, the most suitable representation for an abstract data type according to the software system’s
current execution context. In this direction, a neural network model and a support vector machine
model are proposed. The considered problem arises from practical needs, it has a major importance
for software developers. Improper use of data structures in software applications leads to performance
degradation and high memory consumption. These problems can be avoided by properly selecting
data structures for implementing ADTs, according to the nature of the manipulated data.

To our knowledge, so far, there are no existing machine learning approaches for the problem of
automatic selection of data representations.

The chapter is structured as follows. In Section 4.1 the problem of dynamic data structure selection
is presented. It is explained that this is a complex problem because each particular data structure is
usually more efficient for some operations and less efficient for others and that is why a static analysis
for choosing the best representation can be inappropriate, as the performed operations can not be
statically predicted. A practical example is presented and an experiment is performed in order to
motivate our approach. In Section 4.2 we present our first proposal of using supervised learning for
dynamically selecting the implementation of an abstract data type from the software system, based
on its current execution context. For this purpose, a neural network model will be used. In fact,
selecting the most appropriate implementation of an abstract data type is equivalent to predicting,
based on the current execution context, the type and the number of operations performed on the ADT,
on a certain execution scenario. In Section 4.3 we evaluate the accuracy of the technique proposed
in Section 4.2, i.e. the ANN model’s prediction accuracy. Starting from a data set given at [Forl10],
we have simulated an experiment for selecting the most appropriate data structure for implementing
the List ADT. Experimental results suggest that our approach provides optimized data structure
selection and reduces the computational time by selecting the data structure implementation which
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provides a minimum overall complexity for the operations performed on a certain abstract data type
on a given execution scenario. Section 4.4 presents a comparison to related work. In Section 4.5
the problem of data representation selection problem (DRSP) is approached using support vector
machines. Computational experiments from Section 4.6 confirm a good performance of the proposed
model and indicates the potential of our proposal. The advantages of our approach in comparison
with similar approaches are also emphasized in Section 4.7.

The original contributions of this chapter are:

e To introduce a supervised learning approach for the dynamic selection of abstract data types
implementations during the execution of a software system, in order to increase the system’s

efficiency (Section 4.2) [CCGa, CCGDb] .
e To approach the considered problem using neural networks (Section 4.2.2) [CCGa).

e To evaluate the accuracy of the proposed neural network based technique on a case study (Section

4.3) [CCGal).
e To approach the considered problem using support vector machines (Section 4.5.3) [CCGDb].

e To evaluate the accuracy of the proposed support vector machine based technique on a case

study (Section 4.6) [CCGD).

e To emphasize the advantages of the proposed supervised learning approaches to DRSP in com-
parison with existing similar approaches (Section 4.4 and Section 4.7) [CCGa, CCGD] .

4.1 The problem of dynamic data structure selection

Abstract data types (ADTs) [WBO01] are used in software applications to model real world entities
from the application domain. An ADT can be implemented using different data structures. The
study of data structures and the algorithms that manipulate them is among the most fundamental
topics in computer science [Mou01]. Most of what computer systems spend their time doing is storing,
accessing, and manipulating data in one form or another. There are numerous examples from all areas
of computer science where a relatively simple application of good data structure techniques resulted
in massive savings in computation time and, hence, money.

Let us consider that in a software application a Collection ADT (also known as Bag) is used. The
main operations supported by a collection of elements are: insertion of an element into the collection,
deletion of an element from the collection and searching an element in the collection. In order to
better motivate our approach, we performed an experiment considering the List ADT and three data
structures for implementing a List: vector (dynamic array), linked list and balanced search tree.
The main operations supported by a list of elements are: insertion of an element into the list (at the
beginning, at the end, at a certain position), deletion of an element from the list (a given element
or from a given position), searching an element in the list, iterating through the list, accessing an
element from the list at a certain position and updating an element from a certain position.

4.2 Automatic selection of data representations using ANN

Data structures [WB01] provide means to customize an abstract data type according to a given usage
scenario. The volume of the processed data and the data access flow in the software application
influence the selection of the most appropriate data structure for implementing a certain abstract
data type. During the execution of the software application, the data flow and volume is fluctuating
due to external factors (such as user interaction), that is why the data structure selection has to be
dynamically adapted to the software system’s execution context. This adaptation has to be made
during the execution of the software application and it is hard or even impossible to predict by the
software developer. Consequently, in our opinion, machine learning techniques would provide a better
selection at runtime of the appropriate data structure for implementing a certain abstract data type.
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Artificial neural networks are emerging as the technology of choice for many applications, such as
pattern recognition, speech recognition [SHO07], prediction [LBO05], system identification and control.
We will use a feedforward neural network that will be trained using the backpropagation-momentum
learning technique [RN02].

4.3 Experimental evaluation

In this section we aim at evaluating the accuracy of the technique proposed in Section 4.2, i.e. the
ANN model’s prediction accuracy.

As there is no publicly available case study for the problem of automatic selection of data rep-
resentations, nor a case study in the related literature that can be reproduced, we consider our own
case study. We describe in this section simulation results of applying our learning based approach
to a selection problem that will be described below. Starting from the data set given at [Forl0], we
have simulated an experiment for selecting the most appropriate data structure for implementing the
List ADT. The considered data set consists of the results of a chemical analysis of wines grown in the
same region in Italy but derived from different cultivars. The analysis determined the quantities of 13
constituents found in each types of wines [Win91].

The data set for evaluating the ANN classification model presented in Section 4.2 consists of (input,
output) samples collected and pre-processed as we have described in Subsection 4.2.2. An input
represents an ezecution context and the target output is the most suitable implementation for the List
ADT (1, 2 or 3 according to the selected implementation). In our case study, as the instantiation of
the List ADT occurs in the Wine class, an execution context will contain the values of the attributes
of this class (13 attributes corresponding to the wine constituents described at [Win91]). The collected
data set consists of 178 input-output samples and will be denoted by D.

Considering the experimental results presented above, we can conclude that our approach provides
optimized data structure selection and reduces the computational time by selecting the data structure
implementation which provides a minimum overall complexity for the operations performed on a
certain abstract data type on a given execution scenario.

4.4 Comparison to related work

In this section we aim at providing a brief comparison of our approach with several existing approaches
for the problem of automatic selection of data representations. To our knowledge, so far, there are no
existing machine learning approaches for the considered problem, and, moreover, there are no publicly
available case studies for it.

4.5 Automatic selection of data representations using SVM

The design and implementation of efficient abstract data types are important issues for software
developers. Selecting and creating the appropriate data structure for implementing an abstract data
type is not a trivial problem for a software developer, as it is hard to anticipate all the use scenarios
of the deployed application. Moreover, it is not clear how to select a good implementation for an
abstract data type when access patterns to it are highly variant, or even unpredictable. The problem
of automatic data structure selection is a complex one because each particular data structure is
usually more efficient for some operations and less efficient for others, that is why a static analysis
for choosing the best representation can be inappropriate, as the performed operations can not be
statically predicted. Therefore, we propose a predictive model in which the software system learns
to choose the appropriate data representation, at runtime, based on the effective data usage pattern.
This paper describes a new attempt to use a Support Vector Machine model in order to dynamically
select the most suitable representation for an aggregate according to the software system’s execution
context. Computational experiments confirm a good performance of the proposed model and indicates
the potential of our proposal. The advantages of our approach in comparison with similar approaches
are also emphasized.
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The study of data structures and the algorithms that manipulate them is among the most funda-
mental topics in computer science [Mou01]. Most of what computer systems spend their time doing is
storing, accessing, and manipulating data in one form or another. There are numerous examples from
all areas of computer science where a relatively simple application of good data structure techniques
resulted in massive savings in computation time and, hence, money. Software applications use abstract
data types (ADTs) [WBO01] to model real world entities from the application domain. An ADT can
be implemented using different data structures.

Let us consider that in a software application a Collection ADT (also known as Bag) is used. The
main operations supported by a collection of elements are: insertion of an element into the collection,
deletion of an element from the collection and searching an element in the collection. In order to
better motivate our approach, we performed an experiment considering the List ADT and three data
structures for implementing a List: vector (dynamic array), linked list and balanced search tree.
The main operations supported by a list of elements are: insertion of an element into the list (at the
beginning, at the end, at a certain position), deletion of an element from the list (a given element
or from a given position), searching an element in the list, iterating through the list, accessing an
element from the list at a certain position and updating an element from a certain position.

In this section we present several existing approaches for the problem of automatic selection of
data repesentations. To our knowledge, so far, there are no existing machine learning approaches for
the considered problem, and, moreover, there are no publicly available case studies for it.

Data structures [WBO01] provide means to customize an abstract data type according to a given
usage scenario. The volume of the processed data and the data access flow in the software application
influence the selection of the most appropriate data structure for implementing a certain abstract
data type. During the execution of the software application, the data flow and volume is fluctuating
due to external factors (such as user interaction), that is why the data structure selection has to be
dynamically adapted to the software system’s execution context. This adaptation has to be made
during the execution of the software application and it is hard or even impossible to predict by the
software developer. Consequently, in our opinion, machine learning techniques would provide a better
selection at runtime of the appropriate data structure for implementing a certain abstract data type.

First, the software system S is monitored during the execution of a set of scenarios that include
the instantiation of the abstract data type 7. The result of this supervision performed by a software
developer is a set of execution contexts, as well as the type and the number of operations from
O performed on T saved in a log file. The software developer will analyze the resulted log file
and will decide, for each execution context (input) , the most suitable implementation for T given
the execution context (output). This decision will be based on computing the global computational
complexity of the operations performed on 7 during the scenario given by the ezecution context for
each possible implementation of D; of 7 and then selecting the implementation that minimizes the
overall complexity.

SVMs use a technique known as the “kernel trick” to apply linear classification techniques to non-
linear classification problems. Using a Kernel function [Vap00], the data points from the input space
are mapped into a higher dimensional space. Constructing (via the Kernel function) a separating hy-
perplane with maximum margin in the higher dimensional space yields a non-linear decision boundary
in the input space separating the tuples of one class from another.

In our current implementation, we have considered execution contexts of radius 0 (i.e. R = 0).
This means that the execution context contains only the state of the object that uses the abstract
data type T considered for optimisation.

4.6 Computational experiments

In this section we aim at evaluating the accuracy of the technique proposed in Section 4.2, i.e. the
SVM classification model’s prediction accuracy. As there is no publicly available case study for the
problem of automatic selection of data representations, nor a case study in the related literature that
can be reproduced, we consider our own case studies. We describe in this section simulation results of
applying our classification approach to two selection problems that will be described in the following.
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Starting from the data set given at [For10], we have simulated an experiment for selecting the most
appropriate data structure for implementing the List ADT. The considered data set consists of the
results of a chemical analysis of wines grown in the same region in Italy but derived from different
cultivars. The analysis determined the quantities of 13 constituents found in each types of wines.
More details about this data set can be found at [Win91].

The data set for evaluating the SVM classification model presented in Section 4.2 consists of (input,
output) samples collected and pre-processed. An input represents an ezecution context and the target
output is the most suitable implementation for the List ADT (vector, linked list or balanced
search tree) within the input execution contert. The data set consists of 178 samples. An overall
learning acuracy of 0.9625 was obtained.

We will consider a real software system as a case study for evaluating the learning accuracy of the
SVM. It is a DICOM (Digital Imaging and Commaunications in Medicine) [DICIM11] and HL7 (Health
Level 7) [HLO] compliant PACS (Picture Archiving and Communications System) system, facilitating
medical images management, offering quick access to radiological images, and making the diagnosing
process easier. The analyzed application is a large distributed system, consisting of several subsystems
in form of stand-alone and web-based applications. We have considered as our case study one of the
subsystems from this application. The analyzed subsystem is a stand-alone Java application used
by physicians in order to interpret radiological images. The application fetches clinical images from
an image server (using DICOM protocol) or from the local file system (using DICOM files), displays
them, and offers various tools to manage radiological images.

We have used for evaluation a set of 96 image series samples which were obtained from publicly
available DICOM image files [Osil0, RiplsDis10, cirl0, oPDsf10, hp10]. The images are real images
from real patients, but anonymized for confidentiality reasons. For managing the DICOM image files,
an open source implementation of the DICOM standard was used [sciom11].

The results are stable, a standard deviation of 0.040024407 on the classification accuracies was
obtained. The low value of the standard deviation indicates a good precision of the proposed approach.

Considering the experimental results presented in Section 4.6, we can conclude that our approach
provides optimized data structure selection and reduces the computational time by selecting the data
structure implementation which provides a minimum overall complexity for the operations performed
on a certain abstract data type on a given execution scenario.

4.7 Comparison to related work

In this section we aim at providing a brief comparison of our approach with the existing approaches
for the problem of automatic selection of data representations.

4.8 Conclusions and future work

In this chapter we have presented our model for dynamically selecting the most suitable implementation
of an abstract data type from a software application based on the system’s execution context. For
predicting, at runtime, the most appropriate data representation, a neural network and a support
vector machine classification model were used. We have also illustrated the accuracy of both proposed
approaches on case studies.

Considering the results presented in Section 4.3 and in Section 4.6, we can conclude that the
approaches introduced in this paper for a dynamic selection of data representations have the following
advantages:

e They are general, as they can be used for determining the appropriate implementation for
any abstract data type, and with arbitrary number of data structures that can be chosen for
implementing the ADT.

e They reduce the computational time by selecting the data structure implementation which pro-
vides a minimum overall complexity for the operations performed on a certain abstract data
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type on a given execution scenario. Consequently the efficiency of the software system during
its evolution is increased.

e They are is scalable, as even if the considered software system is large, the abstract data types
are locally optimized, considering only the current execution context. The size of the execution
context does not depend on the size of the software system as shown in the thesis.

However, the main drawback of both approaches is that it is hard to supervise the learning process,
as the supervision of an expert software developer is required for inspecting the collected execution
contexts.

Further work will be focused on:

e Improving the proposed classification model by adding to it the capability to adapt itself using
a feed-back received when inappropriate data representations are selected.

e Applying other machine learning techniques [KTL11, ZDYZ11] , self-organizing feature maps
[SK99], or other modelling techniques [RKY10, Ngul0, TD10] for solving the problem of auto-
matic selection of data representations during the execution of a software system.

e Studying the applicability of other learning techniques, like semi-supervised learning [ZL10] or
reinforcement learning [SB98] in order to avoid as much as possible the supervision during the
training process.

e Evaluating our approach on other case studies and real software systems.



Chapter 5

Conclusions

It has been that seen pattern recognition is central in data analysis tasks. As data is often characterised
by a great deal of imprecision and uncertainty, intelligent, autonomous systems need to be developed
that can handle such complex problems.

In Chapter 4 we have presented our model for dynamically selecting the most suitable implemen-
tation of an abstract data type from a software application based on the system’s execution context.
For predicting, at runtime, the most appropriate data representation, a neural network and a support
vector machine classification model were used. We have also illustrated the accuracy of both proposed
approaches on case studies.

Considering the results presented in Section 4.3 and in Section 4.6, we can conclude that the
approaches introduced in this paper for a dynamic selection of data representations have the following
advantages:

e They are general, as they can be used for determining the appropriate implementation for
any abstract data type, and with arbitrary number of data structures that can be chosen for
implementing the ADT.

e They reduce the computational time by selecting the data structure implementation which pro-
vides a minimum overall complexity for the operations performed on a certain abstract data
type on a given execution scenario. Consequently the efficiency of the software system during
its evolution is increased.

e They are is scalable, as even if the considered software system is large, the abstract data types
are locally optimized, considering only the current execution context. The size of the execution
context does not depend on the size of the software system as shown in the corresponding section
from the thesis.

In Chapter 3 we have presented our contribution to agent-based clustering, particularly in two main
directions: ASM-based batch clustering and incremental clustering. We have focused on developing
clustering algorithms that allow the discovery and analysis of hybrid data. The algorithms presented
in Section 3.2 are based on the adaptive ASM approach from [CXCO04]. The major improvement is
that, instead to moving the agents at a randomly selected site, we are letting the agents choose the
best location. Agents can directly communicate with each other — similar to the approach from
[CDGO7]. In [SCCKO04], the fuzzy IF-THEN rules are used for deciding if the agents are picking up
or dropping an item. In our model we are using the fuzzy rules for deciding upon the direction and
length of the movement. Moreover, in the approach from Section 3.2.2 the agents are able to adapt
their movements if changes in the environment would occur. Case studies for these approaches have
been performed in Section 3.2.3. In order to test the algorithm in a real-world scenario, the Iris and
Wine datasets have been considered [Iri88, Win91]. Experiments outline the ability of our approaches
to discover hybrid data. In Section 3.3 an incremental clustering algorithm is introduced. Incremental
clustering is used to process sequential, continuous data flows or data streams and in situations in
which cluster shapes change over time. Such algorithms are well fitted in real-time systems, wireless
sensor networks or data streams because in such systems it is difficult to store the datasets in memory.

25
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The algorithm considers one instance at a time and it basically tries to assign it to one of the existing
clusters. Only cluster representations need to be kept in memory so computation is both fast and
memory friendly. We have seen in the tests from the incremental approach (Section 3.3.3) that most
of the apparently classification errors were actually items that have high membership degrees to more
than one cluster. Nevertheless, in our opinion, it is again clear that we are dealing with hybrid data.
Actually the hybrid nature of the data is suggested in [Iri88] and in [Win91] and this is the main
reason for choosing these datasets for our analysis. By using fuzzy methods such features of the data
are easy to be observed. The fact that there are hybrid items could be an indication of the quality of
data.

In Chapter 2, we have presented our contribution to NP optimization problems, focusing on two
well-known NP-hard problems: Travelling Salesman Problem (T'SP) and Set Covering Problem (SCP).
In Section 2.1 a short overview of NP completeness is made. In Section 2.2 the travelling salesman
problem is approached using the stigmergic agent model. The Stigmergic Agent System (SAS) com-
bines the strengths of Multi-agent Systems (MAS) and Ant Colony Systems (ACS). Stigmergy provides
a general mechanism that relates individual and colony level behaviours: individual behaviour modi-
fies the environment, which in turn modifies the behaviour of other individuals. The stigmergic agent
mechanism employs several agents able to interoperate in order to solve problems by using both direct
communication and indirect (stigmergic) communication. The algorithm was evaluated on several
standard datasets outlining the potential of the method. In Section 2.3 the soft agent model is intro-
duced. A soft agent is an intelligent agent that has to deal with imprecision, uncertainty, partial truth
and approximation during its execution as a reactive agent or goal oriented agent or both. This new
agent model is used in Section 2.4 where a new incremental clustering approach to the Set Covering
Problem is presented. Experiments on standard datasets suggest that the approach is promising.

As future research directions, we intend to improve the proposed approaches, to extend the eval-
uation of the techniques that were proposed in this thesis and to investigate the use and to develop
other computational models in pattern recognition.

Future work will be conducted in the following directions:

e investigating other metaheuristics with the aim of identifying additional potentially beneficial
hybrid models

e using our models for solving other NP-optimization problems
e extending our methods in order to handle categorical data
e applying the incremental clustering approach in Intrusion Detection Systems

e improving the proposed classification model for DRSP by adding to it the capability to adapt
itself using a feedback received when inappropriate data representations are selected

e applying other machine learning techniques like self-organizing feature maps or other modelling
techniques for solving the problem of automatic selection of data representations during the
execution of a software system

e studying the applicability of other learning techniques like semi-supervised learning or reinforce-
ment learning in order to avoid as much as possible the supervision during the training process

e cvaluating our techniques on other case studies and real software systems.
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