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Abstract 

The contribution of the thesis is threefold. Firstly, starting from an innovative definition of a 

language as a concept, based on a simple hypothesis that states that a word is defined by a unique 

set of attributes, the authors construct a theory explaining every element of a language, the 

relations between these elements, and how statements are constructed. The formal definition of a 

language could answer to a lot of natural language processing (NLP) problems. Secondly, based 

on these definitions, authors describe the methodology of conceptualizing languages, and 

propose a tool meant to help language conceptualizers to describe new domain specific 

languages (DSLs). The tool allows its users to engineer, reengineer, analyze, and compare DSLs. 

The goal of this tool is to provide insight about languages. The outcome of the engineering 

module is a data set which can be easily transformed and imported in meta-modeling platforms 

to generate new modeling tools. The graph that is generated following the conceptualizing 

process describes the language in detail and it can be used to pass requirements to people in 

charge of implementing new DSLs or to validate the DSLs that were implemented on meta-

modeling frameworks. Lastly, the thesis describes a case study on conceptualizing a new 

modeling tool for supply chain process management, analysis, simulation, and optimization. The 

modeling tool will be constructed based on supply chain operations reference (SCOR) and the 

conceptualization phase will be conducted using the proposed Language Engineering tool.  

Introduction 

In this thesis, we propose innovative approach in three different research fields: economy, 

informatics, and linguistics. The described findings are the result of a research period that 

implied scaling up and down the abstraction levels which obliged us to study parts from all these 

domains.  

The economical field was touched due to the main goal of the research which was to develop a 

modeling tool for supply chain processes.  

Linguistics was studied as we had to provide an innovative definition of a language as a concept, 

which could explain how languages are conceptualized.  

Informatics was approached as we propose a tool meant to help language conceptualizers to 

describe new domain specific languages (DSLs). The tool allows its users to engineer, 

reengineer, analyze, and compare DSLs. The goal of this tool is to provide insight about 



 

 

languages. The outcome of the engineering module is a data set which can be easily transformed 

and imported in modeling platforms to generate new modeling tools. The graph that is generated 

following the conceptualizing process describes the language in detail and it can be used to pass 

requirements to people in charge of implementing new DSLs or to validate the DSLs that were 

implemented on meta-language frameworks.  

When the research was started, its main goal was to provide a tool that will enable its users to 

model, analyze, simulate, optimize, and manage supply chains. Along the way, it was discovered 

that, to be able to reach this goal, a deeper and more abstract research on language definitions 

and conceptualization is required. Thus, we scaled up on the abstraction hierarchy and tried to 

get more insight regarding language definitions, structure, and conceptualization methodology. 

After this foray in the abstraction layers, the findings were used to conceptualize a supply chain 

modeling tool, which, basically, was the initial research goal.  

We can graphically represent this research evolution using a Gauss chart: 

 

When the goal of the research was set, we had few ideas on how a supply chain modeling tool 

should look like as we lacked knowledge regarding language conceptualizations methodology. 

While the technical part involved in the research was a smaller issue, the conceptualization of the 

language which shall be used to model supply chains, the technique of supply chains modeling, 

and the algorithms for supply chains process simulation and analysis were a totally unknown 



 

 

field. Therefore, we had to climb up the abstraction levels and try to define and understand 

languages as concepts. The main assumption was that, if a language structure could be 

graphically represented, than it should be possible to develop a tool for language modeling, 

which could be used, then, to conceptualize a language from scratch.  

The first step we took was to textually describe a language based on recommended literature and 

state of the art. Unfortunately, every chosen track, led us to dead ends, as we could not use 

existing language definitions to understand the structure of a language. Thus, as it can be seen on 

the chart above, we decided to write our own theory about language. The next step was to 

compile a formal definition of the language as concept. This step represents the highest 

abstraction level reached. The purpose of this stage was to identify the mechanism that stands 

behind a human or machine that is able to conceptualize a language. The fundamental questions 

of the research, at this point were: ―How does a word appear?‖, ―What triggers the necessity of 

conceptualizing a new word?‖, ―What is the real meaning of this word?‖. The assumption was 

that a word is describing a set of attributes, and, by an attribute, we understood a perception of a 

language conceptualizer. More on this theory is detailed in Chapter 1. 

After the formal description of a language, we had to demonstrate ourselves that this definition is 

valid. Thus, the language for language conceptualization (which was named as ML
2
) appeared. 

ML
2
 stands for Modeling Language for Language Modeling. Basically, we have conceptualized 

an auto-descriptive language that would allow model engineers to describe new DSLs. The 

language was given to model engineers to reengineer some existing modeling languages. The 

results are listed in Chapter 2. As these results have been very encouraging, the first module of 

the engineering tool was developed. The tool had the purpose to automatically reengineer a DSL 

implemented in a modeling platform. The expected results of this module were a graphical 

representation of that DSL, using ML
2
, together with the statistics regarding the number of 

words, possible statements, erroneous sub-structures, etc. 

The results kept being encouraging, thus, the tool was enhanced. Two new modules were 

developed and integrated in to the Language Engineering Software: an analysis module meant to 

validate an implemented DSL, and an engineering module that can be used to conceptualize a 

language, based on a common approach and methodology. The Language Engineering Software 

is presented and detailed in chapter 3.  



 

 

The last part of the research was dedicated to accomplish the initial goal, and that was to develop 

a supply chain modeling language. Having the needed knowledge, and a complete set of tools, 

which could be used to conceptualize the supply chain modeling language, we have based our 

work on well-known existing frameworks like VRM and SCOR and described the new modeling 

tool. The results of this part of the research are listed in Chapter 4 and 5. 

1 Chapter 1: Formal Language Definition 

Ferdinand de Saussure was the first author who made the distinction between ―language‖ and 

―langue‖ which was globally accepted [3]. He states that a ―langue‖ is, in fact, an instance of a 

language. From de Saussure point of view English or French or Romanian etc. are ―langues‖ 

while ―language‖ itself is the concept that describes all ―langues‖. Thus, the definition of a 

―langue‖ may state that ―it is a language that (…)‖. But, then, what is a language? In this thesis, 

we opine that, the language is a set of words, conforming to a rigid structure and a set of rules 

that if applied on the set of words, allows statements to be created. Basically, this definition is 

the subject of this section, as we shall cleave it in order to demonstrate it.   

Ferdinand de Saussure’s thesis shows that a simple reasoning would imply that all ―langues‖ are 

―language‖. The ‖langues‖ can be further divided in well-known categories as: natural languages 

(ex: English, French, Romanian, etc.), Domain Specific Languages [9], programming languages 

(ex: C, C++, Java, etc.), mathematics (ex: algebra, logics, etc.), etc. Thus we can say that all 

types of ―langues‖ are ―language‖.  

The authors propose the following schema to distinct between ―language‖ as a concept, 

―language type‖ as a class that contains languages that are related, like natural languages, 

programming languages, domain specific languages, etc., and all the specific linguistic systems.    



 

 

 

Figure 1 Language hierarchy 

The 1
st
 layer comprises only one node: ―language‖. At this level of abstraction the language 

should be perceived as a concept that defines all types of languages. The language at the 1
st
 layer 

is the subject of this chapter.  

We have defined language in the first paragraph of this section. We may extend this definition 

and say that at the 1
st
 level of abstraction a language is defined by a set of language elements and 

a set of rules that governs the statement creation. This definition shall be true for all the 3
rd

 level 

languages. If we divide the set of language elements in 5 sub-sets: a set of attributes, a set of 

notations, a set of relations, a set of contexts, and a set of adverbs; we may say that the set of 

rules that governs the statement creation process in any 3
rd

 layer language comprises 5 basic 

rules: notation composition rule, relation describing rule, subject binding rule, object binding 

rule, and context allocation rule, and conclude that this is the definition of a language structure. 

1.1 Formal definition of a language 

Definition: A language is a 10-tuple= ‹A1, N, R, C, A2, α, ω, s, o, ε› where: 

 A1 is a finite set of attributes; 

- The authors emplace ―U:U‖ to represent the ―empty attribute‖. The empty attribute is 

an attribute that has no data type or value. 

- As a consequence the following relation A1 {U:U}=A1 is defined.  
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- The attribute that has a data type and no value will be represented as ―Any name‖: U. 

- A1 {―Any name‖: U }=A where A contains all the elements of A1 and the (―Any 

name‖: U) element. 

 N is a finite set of notations; 

- The authors emplace ―U:U:{U:U}‖ to represent the ―empty notation‖. The empty 

notation is a notation that has no name, no representation, and it is associated to a set 

of attributes that contains only the empty attribute. 

- As a consequence the following relation N  (U: U: Attr{U:U})=N is defined.  

- The authors call the empty notation that has a name the ―incipient element‖. Thus 

―Any Name‖: U: Attr{U:U} is the incipient element of the language. 

- (―Any Name‖: U: Attr{U:U})  N. 

 R is a finite set of relations; 

- R does not have an empty element. 

 C is a finite set of contexts; 

- C does not have an empty element. 

 A2 is a finite set of adverbs; 

- The authors emplace ―U:U‖ to represent the ―empty adverb‖. The empty adverb is an 

adverb that has no data type or value. 

- As a consequence the following relation A2 {U:U}=A2 is defined. 

- The adverb that has a data type and no value will be represented as ―Any name‖: U. 

- A2 {―Any name‖: U }=A where A contains all the elements of A2 and the (―Any 

name‖: U) adverb. 

 ―α‖ is a function associated with the ―notation composition rule‖. The function is defined 

as, α: A1
m

→N where m<=c (the A1 cardinality) is an integer. The function associates a 

set of attributes to a notation.  

The function ―α‖ has the following properties: 

1. α is surjective, meaning: every notation has a corresponding combination of 

attributes in A1.  

2. If two or more notations are associated to the same combination of attributes 

one may say that the notations are synonyms.  



 

 

If one considers α bijective, then the language will not allow synonyms and every 

possible combination of attributes will describe a notation. One may call this language a 

―complete language‖. If α is bijective then one can define ᾱ as the inverse of α. Thus, the 

authors set the following property to ᾱ: 

1. ᾱ=α
-1

; ᾱ: N→ A1
m

 associates a set of attributes to a notation.  

 ―ω‖ is a function associated to ―relation describing rule‖. The function is defined as, ω: 

A2
m

 →R where m<=c (the A2 cardinality) is an integer. The function associates a set of 

adverbs to a particular relation.  

ω properties: 

1. ω is surjective, meaning: the same relation can be described by different sets 

of adverbs. For example, the relation ―runs‖ might be described by {speed: 

fast} or by {distance: 11km}. 

2. A relation that has no adverbs will be associated to {U:U} the empty adverb 

set. 

 s is a function associated to ―subject binding rule. The function is defined as s: N*R→S. 

The function associates a pair composed by a notations and a relation to a set S. The pairs 

in the set S are meant to show which notations can be subjects of which relations. 

s properties:  

1. s is surjective, meaning every element in S has an element of N*R associated. 

But not every element in N*R can be eligible to be in S. S contains pairs that 

are specified by the language conceptualizer with the purpose of showing that 

a notation may be the subject of a relation.  

2. One cannot have a pair as ((U: U: Attr{U: U}), Rx) where U: U: Attr{U: U} is 

the blank notation and Rx is a relation in the R set, as one cannot define 

relations that have no possible subjects.     

 o is a function associated to ―object binding rule‖. The function is defined as o: N*R→O. 

The function associates a pair composed by a notation and a relation to a set O. The pairs 

in the set O are meant to show which notations can be objects of which relations. 

o properties: 

1. o is surjective, meaning every element in O has an element of N*R associated. 

But not every element in N*R can be eligible to be in O. O contains pairs that 



 

 

are specified by the language conceptualizer with the purpose of showing that 

a notation may be the object of a relation.   

2. One may have a pair as ((U: U: Attr{U: U}), Rx) where (U: U: Attr{U: U}) is 

the blank notation and Rx is a relation in the R set, as one could define 

relations that have no possible objects. 

 ε is a function associated to ―context allocation rule‖. The function is defined as 

ε:N R→C. The function associates notations and relations to one or more contexts in the 

context set C where the statements built using the notations and relations have specific 

understandings. 

ε properties: 

1. ε is surjective, meaning that every context in the context set has at least two 

language elements associated: a notation and a relation. The purpose of the 

context is to imply the meaning of the statements created with the associated 

language elements. The meaning of the language elements changes depending 

on the context in which they are used. A notation or a relation can be allocated 

to more than one context.  

2. A context must have at least one notation and one relation. 

Everything that operates according to these specifications is a language. The total amount of 

languages belongs to the Language class. 

2 Chapter 2: ML2 Language for DSL Modeling 

This chapter presents a new modeling language for language modeling, which we have named 

ML
2
. The idea of a language for language conceptualization and modeling is not new. Relevant 

and well-known such languages already exist (like MOF), but domain specific language 

literature states that a DSL should be used by engineers who, looking at their workbench, realize 

they need a better drill and find that a particular DSL provides exactly that.  

Model engineers face real issues when starting a new modeling method development project as 

they need a more specific language than the 3rd layer of MOF to conceptualize the language they 

will use. Concerning this need, we propose a language that allows model engineers to model a 

language easily.  

We defined our language for modeling language developing ideas from the MOF's 3rd layer and 

based on a scrutiny of language reengineering in reverse engineering strategies. Regarding these 



 

 

aspects, we tried to model some existing languages using the MOF approach, as being the 

standard for meta-meta-modeling language. Even though we were able to present the structure of 

a language we weren't able to specify concrete syntax and grammatical aspects. In this sense we 

considered that a new approach over language modeling language should be used.  

To conceptualize ML
2
 we embraced a top-down approach, starting with analyzing the domain of 

language modeling which allowed us to identify the following aspects that our DSL should 

address: 

1. concrete syntax for the language elements that have no representation (classes that provide the 

initial framework). Example: the incipient element, a notation that has no attributes or 

representation (IE: Attr{U: U});  

2. concrete syntax for language elements that have representation, meaning user defined classes 

that represent real world objects. Example: any of the notations like C: C: Attr{c:c1};  

3. concrete syntax for relation (the user defined classes that represent possible actions and 

interactions of the real world objects).   

4. concrete syntax for the contexts, namely the composite structures in which the combination of 

notations and relations have a meaning.  

5. grammar, meaning that we defined four types of connectors between classes: inherits (which 

has the same meaning as in UML Class Diagram dictionary), belongs to (which is a connector 

that connects concrete syntax notations and relations to a specific context), subject and object 

connectors (which are the connectors between a notation and a relation representing the order in 

the statement as well). 

The proposed DSL differentiates itself from UML as it is meant to tackle a wider spectrum of 

languages. If UML is concerned mostly on programming languages, which requires precise 

formalism and universal statements, our language enables a more flexible formalism, defining 

relations between notations as relations, that could have different meaning in case of "adverbs" 

association.  For example, if the relation "equals" has to have a precise meaning in programming, 

in other languages we can say that there is a difference between an "equal" relationship and an 

"equal" relationship which has the "more or less" adjective associated.  

In contrast with other comparable approaches, the proposed DSL features more general means to 

specify description of a language. Thus, our DSL should be considered more abstract and 

universal than UML, but in the same time specialized on a specific domain, that is modeling 



 

 

languages. In the next section we will compare our language against MOF M3 which is the most 

used instrument for language conceptualization. 

2.1 ML2 Detailed Syntax  

In this section we present a more detailed overview on the syntax of our proposed DSL for 

language modeling. Nevertheless, in the tables bellow we describe the syntactical construction of 

our language. 

Name "Meta Class"  

 

Graphical Representation 

 

Description The "Meta Class" is used to model the initial framework of the 

language. The color gray, suggests the fact that this class is a meta-

class. A meta-class is a notation that has no representation. 

Type Class 

Classes It can have relations with: 

- other "Meta-Class"; 

- "User Defined Class"; 

- "Relation Class". 

Connectors Types of connectors: 

-inheritance- between 2 "Meta Class", a "Meta Class" and a "User 

Defined Class"; 

-subject, object connector- between a "Meta Class" and a "Relation 

Class".  

Table 1"Meta Class" class description 

Name "User Defined Class"  

_Name of meta-
class_ 

 
Attribute 1 
Attribute 2 

... 

... 



 

 

 

 

Graphical Representation 

 

Description The "User Defined Class" is used to model the objects from the 

real world. We propose, as a graphical representation of this class, 

a blue rectangle that is split into three sections. The first section 

allows the model engineer to assign a name for the object. The 

second section shows the attributes representing the object's 

"adjectives". The third section shows the graphical representation 

of the object in the language that is conceptualized. The color has 

the purpose to differentiate this class from the "Meta Class" and 

the "Relation Class". The ―User Defined Class‖ is used to 

represent notations that have representation. 

Type Class 

Classes It can have relations with: 

- "Meta-Class"; 

- "Relation Class"; 

- "Contexts".  

Connectors Types of connectors: 

-inheritance- between a "Meta Class, and a "User Defined Class"; 

-subject, object connector- between a "User Defined Class" and a 

"Relation Class"; 

-belongs to- between a "User Defined Class" and a "Context".  

Table 2 "User Defined Class" class description 

Name "Relation Class"  

Name of user 
defined class 

 
Attribute 1 
Attribute 2 

... 
 

Graph Rep 
Example: 

 
 
 
 



 

 

 

 

Graphical Representation 

 

Description The "Relation Class" is used to model actions (verbs) from the real 

world. As it can be seen above, we propose, as a graphical 

representation of this class, a red rectangle that is split into three 

sections. The first section allows the model engineer to assign a 

name for the relation. The second section shows the attributes 

representing the relation's "adverbs". The third section shows the 

graphical representation of the object in the language that is 

conceptualized. The color has the purpose to differentiate this class 

from the "Meta Class" classes and the "User Defined Class" 

classes. The ―Relation Class‖ is used to represent relations. 

Type Class 

Classes It can have relations with: 

- "Meta-Class"; 

- "User Defined Class"; 

- "Context". 

Connectors Types of connectors: 

-subject, object connector- between a "User Defined Class" and a 

"Relation Class"; 

-belongs to- between a "Relation Class" and a "Context".  

Table 3 "Relation Class" class description 

Name "Context"  

Name of the 
relation class 

 
Attribute 1 
Attribute 2 

... 
 

Graph Rep 
Example: 

 



 

 

 

Graphical Representation 

 

Description The "Context" is used to model the context in which statements 

have meaning. Before creating a statement the user of the 

conceptualized language must define the context for the statement. 

Thus, the model engineer that conceptualizes the language needs 

the means of modeling which objects and actions can be used in 

which contexts. 

Type Container 

Classes It can have relations with: 

- "Relation Class"; 

- "User Defined Class". 

Connectors Types of connectors: 

-belongs to- between a "User Defined Class" class and a 

"Context"; 

-belongs to- between a "Relation Class" class and a "Context".  

Table 4 "Context" container description 

Name "inherits"  

Graphical Representation 
 

Description The "inherits" connector is used to build the initial structure of the 

language. It shows the class hierarchy and how the user defined 

syntax maps on an initial meta-model of the conceptualized 

language. 

Type Connector 

Connects Classes It can connect: 

- "User Defined Class" to  "Meta Class"; 

- "User Defined Class" to  other "User Defined Class"; 

- "Meta Class" to other "Meta Class"; 

Name of the 

context 



 

 

Table 5 "Inheritance" connector description 

Name "belongs to"  

Graphical Representation 
 

Description The "belongs to" connector is used to model which "User Defined 

Class" or "Relation Class" can be used in which "Context". This 

allows the model engineer to establish contexts in which 

statements can be build using just the allowed elements. 

Type Connector 

Connects Classes It can connect: 

- "User Defined Class" to  "Context"; 

- "Relation Class" to "Context". 

Table 6 "Belongs to" connector description 

Name "subject"  

 

Graphical Representation 

 

 

Description The "subject" connector is used to model which "User Defined 

Class" is the subject for the "Relation Class". Nevertheless, it 

shows the position of the subject relative to the action in a 

statement. 

Type Connector 

Connects Classes It can connect: 

- "Relation Class" to "User Defined Class". 

Table 7 "Subject" connector description 

Name "object"  

Graphical Representation          Object 

Description The "object" connector is used to model which "User Defined 

Class" is the object for the "Relation Class". Nevertheless, it shows 

the position of the object relative to the action in a statement. 

Type Connector 

subject 



 

 

Connects Classes It can connect: 

- "Relation Class" to "User Defined Class". 

Table 8 "Object" connector description 

3 Chapter 3: Language Engineering Tool 

In this chapter we describe a Language Engineering Tool, which is software that enables users to 

define new languages, analyze them, validate them, and implement them in meta-modeling 

platforms to create new modeling tools for certain domains. Our proposed tool uses ML
2
 for 

creating visual representations of languages. 

The tool has three basic modules: 

1. A Reengineering Module; 

2. A Language Analysis Module; 

3. A Language Description Module. 

The Language Engineering tool was developed upon a component-based architecture. Our 

system deployed as a standalone java application is compounded by an input component, a meta-

model structure component, a representation component, and an output module that, when 

receives the results from the representation component, generates different representation 

formats of the results.  

 

Figure 2 Language Engineering Tool Architecture – Component Overview 

3.1 Reengineering Module  

The Reengineering Module proposes a very simple user interface. The interface provides 5 

panels. The first 4 panels (Input, Results, Image Type, and Choose Action) require user inputs, 

while the fifth panel is used to output a preview of the reengineering results. The use case 

scenario in this module can be described as follows: 



 

 

1. In the first panel the user is asked to provide the type of the file which will be processed 

(ML2 file or ADOxx file), and then provide the file itself. The file must contain the 

description of the language as defined by the language conceptualizer; 

2. In the second panel (Results), the user is asked to choose the type of the expected results. 

There are two types of results listed: (1) a ―statistics‖ result which presents the language 

in a document containing a table in which the language is described (like the one used for 

defining the ML
2
 language in Chapter 2); (2) and an ―image overview‖ result which 

provides the ML
2
 graph representation of the language; 

3. In the third panel, the user is asked to select the type of file in which the results should be 

listed; 

4. In the fourth panel, the user can choose to reengineer only some aspects of the language; 

5. After, the user inputs all the information required, in panel five, a preview of the results is 

listed, and the results document is generated.    

3.2 Language Description Module 

We used the
 
language engineering methodology described in Chapter 1 to enable DSL engineers 

to easily create a new DSL that could be then imported in a meta-modeling platform to create a 

new modeling tool. We based our work on ADOxx meta-modeling platform, to demonstrate the 

validity of the module’s functionality. Thus, the tool is meant to provide a data structure that can 

be imported in ADOxx to create a new modeling tool. However, the tool can be easily extended 

to provide data structures characteristic to any other meta-modeling platforms that provide an 

import DSL mechanism. 

The use case of the tool is simple and straight forward. The user chooses to use the Language 

Description Module. In the opened user interface he starts adding elements to the language. 

There is no restrictions regarding the steps in which he adds the elements. It is up to the user if 

he starts by defining the notations, relation, attributes, or contexts.   

When the user introduces all language elements in the language description form he has to save 

the language. At this moment no validation of the language is made, due to the fact that, meta-

modeling platforms accept all kind of DSLs, not considering the DSL structure, as long as the 

data set in which the DSL is described conforms the technical structure required by the meta-

model platform’s import engine. 



 

 

If the user wants to analyze, or validate the newly created DSL’s structure he can use the 

Language Analysis Module.    

3.5. Language Analysis Module 

The Language Analysis Module was developed to solve two important language engineering 

issues: DSL analysis and DSL comparison.  

Firstly, the module uses the language formalism defined in Chapter 1 to analyze the structure of 

a DSL. The result of this functionality is a document containing the statistics concerning the 

DSL. The document contains information regarding the number of notations, relation, contexts, 

attributes, and adverbs. Nevertheless, the document presents which attributes are associated with 

which notations, which adverbs are associated with which relations, which are the valid type of 

statements, and discourses, and how should these be understood depending on contexts. The 

document also informs users if invalid language elements were declared, meaning elements that 

do not adhere to the imposed formalism. 

Secondly, the module provides the functionality for comparing two DSLs. The idea here is to 

provide the user a way to validate its DSL against an initial requirement. We consider the DSL 

described using ML
2
 as the initial requirement, while the DSL that is intended to be validated is 

the one provided by a meta-modeling platform, in which that DSL was deployed. The two DSLs 

are compared as graphs. 

4 Chapter 4: Supply Chain Operations Reference  

In this chapter we have analyzed supply chains with the intention of conceptualizing a new 

modeling tool for supply chain operations. We have chosen to base our research on a very well-

known DSL in the supply chains theory, which is SCOR.  

Supply chain operations reference (SCOR) is a framework for modeling and analysis that 

provides standard guidelines for companies to manage their supply chains. SCOR is the product 

of Supply Chain Council (SCC), an independent, not-for-profit, global corporation with 

membership opened for all companies interested in applying and sharing standardized supply 

chain management practices. In addition SCOR helps companies to adopt best practices where 

deemed appropriate [38] and therefore can be considered a normative modeling approach [39]. 

The SCOR model has been developed to define all business activities associated with the supply 

chain [40]. It spans: all customer interactions (order entry through paid invoice), all physical 

material transactions (supplier’s supplier to customer’s customer, including equipment, supplies, 



 

 

spare parts, bulk product, software, etc.), and all market interactions (from the understanding of 

aggregate demand to the fulfillment of each order). It does not attempt to describe every business 

process or activity. Specifically, the Model does not address: sales and marketing (demand 

generation), product development, research and development, and some elements of post-

delivery customer support [38], [39]. 

The framework is built around two basic sets: a standard library for modeling supply chain 

processes, which allows companies to communicate and set up collaborative environments, and a 

set of standardized metrics, which allows supply chain managers to identify supply chain issues, 

benchmark, and establish supply chain management strategies. 

SCOR proposes a hierarchical structure for describing supply chain processes. The primary 

building block of the SCOR model consists of five basic processes: plan, source, make, deliver, 

and return. In addition to these basic processes, there are three process types or categories, 

Enable, Planning, and Execute. The SCOR modeling approach starts with the assumption that 

any supply chain process can be represented as a combination of the five basic processes. 

 

Figure 3 SCOR Model [41] 

The five basic processes are referred to as process types [38]. The Plan process type describes 

the business activities associated to determining requirements to achieve targeted results. It 

includes five segments for planning supply chains: plan source, plan make, plan deliver and plan 

resource. The Source process type seizes business activities associated with ordering, delivery, 

receipt, and transfer of sourced products or services. Make process type aggregates the activities 

of adding value to the sourced products through different production processes. Deliver 

represents the business activities that transfer a product from the company to the client, and 

finally, the Return process type encompasses the activities associated with moving material from 

a customer back to the supplier.  



 

 

Level 1 process types are compounded by level 2 processes. Level 2 processes are referred as 

process categories [38]. The purpose of these processes is to provide a standardized framework 

to further describe the process types. The plan process type is represented as P2, P3, P4, and P5 

for plan source, plan make, plan deliver and plan return. The basic source, make, deliver, and 

return have variants like make to stock, make to order and engineer to order [40]. Thus, the 

combination of the process categories in thread diagrams describes the business model of the 

organization. 

 

Figure 4 Thread Diagram [42] 

Each of the level 2 process elements is further detailed in level 3 of the model. Level 3 processes 

describe the steps performed to execute the level 2 processes. The sequence in which these 

processes are executed influences the performance of the level 2 processes and the overall supply 

chain. Level 3 processes are referred to as activities or decompose processes [38]. Thus, if the 

modeling of the supply chain is not further described in level 4 than the level 3 processes are 

considered standard SCOR activities. Otherwise, the processes are considered decomposition 

processes of the level 2 process categories and are further detailed in business process models, 

workflow models, organizational charts etc. The SCOR vocabulary for level 3 processes is used 

to model supply chain workflows in a standardized way so that any SCOR expert could 

understand the business model of the organization.   

5 Chapter 5: Development of a new SCOR Modeling Tool  

In this chapter we describe a new Modeling Tool for supply chain operations. The tool is based 

on SCOR specifications, thus we will use the SCOR DSL and extend it to provide the features 

that, we believe, are mandatory for complete supply chain operations modeling.  



 

 

5.1 Requirements for SCOR modeling tools 

We think that our tool should address the following key management components: 

 

 

Figure 5 SCOR modeling tool requirements 

Figure 8 provides an overview of the criteria described above, and the interdependence between 

them.  

5.2 SCOR-based Modeling Language Conceptualization 

We have started our journey of conceptualizing a new SCOR-based modeling tool having a top-

down approach. The top-down approach is used when the model engineer starts at a high level, 

by analyzing the domain, then the required model stack, the model types and, at the end, the 

classes, relations and the syntax used to represent their instances in future models.  

We start the SCOR-based language conceptualization by defining the contexts. When deployed 

in a meta-modeling platform, these contexts will become model types. As the model types 

contain notations and relations, we provide a conceptual example of how the model should look 

like. This approach allowed us to identify the notations and relations belonging to the model 

types.  

5.2.1 Product model 

Product model is a hierarchical representation of the decomposition of a product. In literature 

decomposition is typically known as the bill of materials (BOM). As business becomes more 

responsive to unique consumer tastes and derivative products grow to meet the unique 



 

 

configurations, BOM management can become unmanageable. Advanced modeling techniques 

are necessary to cope with configurable products where changing a small part of a product can 

have multiple impacts on other product structure models [73]. 

The proposed model: 

 

Figure 6 Product Model 

For this model type we have the Product Model context, in which we define two notations 

(Product and Part), and one relation (Formed By). We used the Language Engineering Tool to 

describe this part of the language and the visual result based on ML
2
 is listed in Figure 9 (ML

2
 

Product Model Overview): 

 

Figure 7 ML
2
 Product Model Overview 

5.2.2 Scope model 

The Scope model is an overview of the environment in which an organization acts. It presents all 

the interactions and the material or information flows between the organization, its’ partners, 

clients and competitors.  

For this model type we have the Scope Model context, in which we define two notations (Swim-

lane and Entity), and one relation (Material/Information Flow).  

The proposed model: 



 

 

 

Figure 8 Scope Model 

We used the Language Engineering Tool to describe this part of the language and the visual 

result based on ML
2
 is listed in Figure 12 ML

2
 Scope Model Overview. 

 

Figure 9 ML2 Scope Model Overview 

5.2.3 Sales region 

The proposed model: 

 

Figure 10 Sales Region Model 

For this model type we have the Sales Region Model context, in which we define one notation 

(Region), and one relation (Detail Region). Definition of attributes and adverbs is subject of a 

future research. Thus, in this section we only define the language structure containing contexts, 

notations and relations. 

We used the Language Engineering Tool to describe this part of the language and the visual 

result based on ML
2
 is listed in Figure 14. 



 

 

 

Figure 11 ML2 Sales Region Model Overview 

5.2.4 Supply regions 

The proposed model: 

 

Figure 12 Supply Regions 

For this model type we have the Supply Region Model context, in which we define one notation 

(Region), and one relation (Detail Region). Note that the notations and relations for this model 

type are the same as for the Sales Region Model, thus we can reuse them.  

 

Figure 13 ML2 Sales Region Model Overview 

5.2.5 Geographical map 

The proposed model: 



 

 

 

Figure 14 Geographical Model 

For this model type we have the Geographical Model context, in which we define seven 

notations (Supplier, Plant, Warehouse, Consumer, Truck, Ship, and Map), and two relations 

(Information Flow, Material Flow). 

 

Figure 15 ML2 Sales Region Model Overview 

5.2.6 Extended thread diagram 

Models: 

 

Figure 16 Extended Thread Diagram Models 

For this model type we have the Extended Thread Diagram Model context, in which we define 

three notations (Swim-lane, Arrow, and SCOR Process), and two relations (Arrow Connector, 

Process Connector).  



 

 

 

Figure 17 ML2 Extended Thread Diagram Model Overview 

5.2.7 Business Process model 

 

Figure 18 Business Process Model 

For this model type we have the BP Model context, in which we define six notations (Swim-lane, 

Start, Activity, Timer, Decision, and Stop), and two relations (Activity Connector, Timer 

Connector).  



 

 

 

Figure 19 ML2 Business Process Model Overview 

 

5.2.8 Organizational model 

The proposed model:  

 

Figure 20  Organizational model 

For this model type we have the Organizational Model context, in which we define one notation 

(Entity Type), and one relation (Decomposition).  



 

 

 

Figure 21 ML2 Organization Model Overview 

5.2.9 SCOR-based DSL Overview 

 

Figure 22 ML2 SCOR-based DSL Overview 

Figure 25 is the overview of the described models. It represents the visualization of the data set 

that can be, now, imported in a meta-modeling framework to build the new SCOR-based 

modeling tool.  

Summary and Future Work 

1 Contributions 

The goal of this research was to develop a modeling method for supply chain management. But, 

along the research period, interesting results were also found. Thus, we can say that the 

contribution of the thesis is threefold. 

Firstly, starting from an innovative definition of a language as a concept, and based on a simple 

hypothesis that states that a word is defined by a unique set of attributes; the authors construct a 

theory explaining every element of a language, the relations between these elements, and how 

statements are constructed.  



 

 

Secondly, based on these definitions, authors describe the methodology of conceptualizing 

languages, and propose a tool meant to help language conceptualizers to describe new domain 

specific languages (DSLs). The tool allows its users to engineer, reengineer, analyze, and 

compare DSLs. The goal of this tool is to provide insight about languages. The outcome of the 

engineering module is a data set which can be easily transformed and imported in meta-modeling 

platforms to generate new modeling tools. The graph that is generated following the 

conceptualizing process describes the language in detail and it can be used to pass requirements 

to people in charge of implementing new DSLs or to validate the DSLs that were implemented 

on meta-language frameworks.  

Lastly, the thesis presents a case study on conceptualizing a new modeling tool for supply chain 

process management, analysis, simulation, and optimization. The modeling tool will be 

constructed based on supply chain operations reference (SCOR) and the conceptualization phase 

will be conducted using our proposed Language Engineering tool.  

Punctually, we can say that: 

1. In Chapter 1 we have managed to describe a language formally. To cut off the ambiguity 

between the readers and the authors we have emplaced definitions of concepts that were 

used among the thesis. Our definitions should be regarded as the first attempt to formally 

describe language as a concept and not as a specific linguistic system. The fundamental 

hypothesis of our approach was that all known languages have a common structure.  

Having a language formal definition as base, we were able to employ a language 

conceptualization methodology. The methodology could be used by language 

conceptualizers to deploy new languages. It implies constructing a graph of notations, 

relations, and contexts, which represents the structure of the new language.  

2. In Chapter 2 we have described a new modeling language for DSL modeling, which 

could support the language conceptualization methodology described in Chapter 1. The 

result, of this part of the research, was the ML
2 

language. ML
2 

resembles to MOF M3 but 

we enriched its syntax to address all the shortcomings we identified while analyzing 

MOF. 

3. In Chapter 3 we used ML
2 

and the proposed language formal definition to develop a tool 

meant to provide its users all the functionalities required for Domain Specific Language 



 

 

Engineering. The tool provides three modules: a reengineering module, a language 

description module, and a language analysis module. 

4. In Chapter 4 we have analyzed supply chains with the intention of conceptualizing a 

new modeling tool for supply chain operations. We have chosen to base our research on a 

very well-known DSL in the supply chains theory, which is SCOR. We have compared 

the SCOR framework with its main competitor VRM and were able to explain why we 

had chosen SCOR as base of our modeling tool. 

5. In Chapter 5 we have conceptualized a new modeling method for supply chain 

operations. We have conducted our work using the Engineering Tool presented in 

Chapter 3.  

2 Future work 

This thesis proposes innovative approach in three different research fields: economy, 

informatics, and linguistics. The described findings are the result of a research period that 

implied scaling up and down the abstraction levels which obliged the authors to study parts from 

all these domains. While studying around these fields ideas for future works have arisen: 

1. The economical field was touched due to the main goal of the research which was to 

develop a modeling tool for supply chain processes. As we were able to conceptualize the 

needed DSL for such a tool and generated a data set that can be used as input for a meta-

modeling framework we intend to analyze the existing meta-modeling platforms and 

decide which one shall we use to import our new modeling method? After we will import 

the data set described in Sub-section 5.6.9 we will study the platforms functionalities. 

The goal is to learn how we could add dynamic behavior to our modeling method. By 

dynamic behavior we understand analysis and simulation algorithms. Nevertheless, we 

intend to discover new algorithms that could analyze and simulate supply chain 

processes.  

2. Informatics was studied as the authors propose a tool meant to help language 

conceptualizers to describe new domain specific languages (DSLs). The tool allows its 

users to engineer, reengineer, analyze, and compare DSLs. Our intention is to extend the 

Language Engineering tool to enable users to describe generic algorithms that could be 

imported in these meta-modeling frameworks so that, one who chooses to use our tool 



 

 

shall not be forced to learn how a specific meta-modeling platform should be used to 

describe the algorithms.    

3. Linguistics was studied because the authors had to provide an innovative definition of a 

language as a concept, which could explain how languages are conceptualized. As a 

future work we intend to study how could we use the language formal definition and its 

structure’s graphical representation to respond to some NLP problems like, synonymy, 

similarity, text categorization, text validation, and even text translation.  
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